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Abstract

Intensionality is a phenomenon that occurs in logic and computation. In the
most general sense, a function is intensional if it operates at a level finer than
(extensional) equality. This is a familiar setting for computer scientists, who
often study different programs or processes that are interchangeable, i.e. ex-
tensionally equal, even though they are not implemented in the same way, so
intensionally distinct. Concomitant with intensionality is the phenomenon of
intensional recursion, which refers to the ability of a program to have access
to its own code. In computability theory, intensional recursion is enabled by
Kleene’s Second Recursion Theorem.

This thesis is concerned with the crafting of a logical toolkit through which
these phenomena can be studied. Our main contribution is a framework in
which mathematical and computational constructions can be considered either
extensionally, i.e. as abstract values, or intensionally, i.e. as fine-grained de-
scriptions of their construction. Once this is achieved, it may be used to analyse
intensional recursion.

To begin, we turn to type theory. We construct a modal A-calculus, called Inten-
sional PCF, which supports non-functional operations at modal types. More-
over, by adding Lob’s rule from provability logic to the calculus, we obtain a
type-theoretic interpretation of intensional recursion. The combination of these
two features is shown to be consistent through a confluence argument.

Following that, we begin searching for a semantics for Intensional PCF. We
argue that 1-category theory is not sufficient, and propose the use of P-categories
instead. On top of this setting we introduce ezposures, which are P-categorical
structures that function as abstractions of well-behaved intensional devices. We
produce three examples of these structures, based on Goédel numberings on
Peano arithmetic, realizability theory, and homological algebra.

The language of exposures leads us to a P-categorical analysis of intensional
recursion, through the notion of intensional fired points. This, in turn, leads
to abstract analogues of classic intensional results in logic and computability,
such as Godel’s Incompleteness Theorem, Tarski’s Undefinability Theorem, and
Rice’s Theorem. We are thus led to the conclusion that exposures are a useful
framework, which we propose as a solid basis for a theory of intensionality.

In the final chapters of the thesis we employ exposures to endow Intensional
PCF with an appropriate semantics. It transpires that, when interpreted in the
P-category of assemblies on the PCA Kj, the Lob rule can be interpreted as
the type of Kleene’s Second Recursion Theorem.
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Chapter 1

Introduction

This thesis concerns the computational phenomenon of intensionality.

1.1 Intensionality

To be intensional is to contain not only reference, but also sense. This philosophical
distinction was drawn by Frege; see |[Fitting [2015]. An intensional sign denotes an
external referent, yet inherently connotes more information—its elusive sense. The
classic example is that of the planet Venus, which may be referred to as either the
morning star, or the evening star.

In the most mathematically general sense, to be ‘intensional’ is to somehow operate
at a level finer than some predetermined ‘extensional” equality. Intensionality is om-
nipresent in constructive mathematics, where the question of equality is non-trivial,
see e.g. Beeson [1985]. An example that dates back to the work of Bishop [1967]
on constructive analysis is that of real numbers, and their construction as Cauchy
sequences of rationals: two different Cauchy sequences of rationals may stand for the
same real number, thus being extensionally equal, yet intensionally distinct.

Most mainstream mathematics is extensional: we usually reason about some un-
derlying, ‘ideal’ mathematical object, and not its concrete descriptions. The latter is
only a way to refer to the former. In this light, intensionality is merely a nuisance,
so common set theories assume some aziom of extensionality: sets are identified by
their members, and functions by their graphs. Glimpses of intensionality appear very
rarely, and usually only because we are interested in proving that some extensionality
axiom is independent from the rest of some logical theory: see e.g. |Streicher| [2015]
for a recent example.

This is a difficult-to-work-in setting for Computer Science, where intensionality is

the norm. In fact, the present author believes that it would be fair to say that many



branches of computer science are in essence the study of programs and processes seen
under some appropriate notion of equality. At one end of the spectrum, correctness of
programs is discussed in the context of some relation of observational equivalence, i.e.
indistinguishability of programs. Intermediately, complexity theory requires a slightly
stronger notion, which we could call complexity equivalence: this is observational
equivalence strengthened by some account of the resources the program consumes.
At the other extreme, computer viruses sometimes make decisions based strictly on
patterns of object code they encounter, disregarding the actual function of what
they are infecting; one could say they operate up to a-equivalence, i.e. syntactic
identity. Each of the aforementioned notions of equality is more intensional than the
one preceding it, and each level is interesting in its own right.

Thus, depending on our point of view, there are always two ways in which we
can see a computational process. There is an extensional level, which corresponds to
what may be computed. But there is also an intensional level, corresponding to the
programs and processes that carry out the computation. The shift between these two
viewpoints has been discussed by Moschovakis| [1993] and |Abramsky [2014]: compu-
tational processes may be understood by the ideal objects that they refer to (e.g.
functions), or their internal characteristics: length, structure, and, ultimately, the
algorithm they embody.

This thesis concerns the difficulties that arise when we are trapped between in-

tension and extension, or description and behaviour.

1.2 Objectives

The main objective of this thesis is to answer the following question:

Is there a consistent, logical universe where the same mathematical objects
can be viewed both as intension, and extension?

This research programme is a suggestion of Abramsky! [2014]; in his words:

The notions of intensionality and extensionality carry symmetric-sounding
names, but this apparent symmetry is misleading. Extensionality is en-
shrined in mathematically precise axioms with a clear conceptual meaning.
Intensionality, by contrast, remains elusive. It is a “loose baggy monster”
into which all manner of notions may be stuffed, and a compelling and

coherent general framework for intensional concepts is still to emerge.



Our discussion in the previous section hints at the fact that the choice of what is
extensional, and thereby what is intensional is entirely up to us. There are many
shades on the spectrum between ideal mathematical object and full symbolic descrip-
tion, and the choice of perspective depends on what we wish to study. However, the
design of a mathematical framework or universe where both the extensions and in-
tensions of our choice co-exist harmoniously is the difficult and well-defined problem
with which this thesis is concerned.

The present author believes that such a framework will be instrumental in making

progress in providing answers to the following questions:

1. What is the meaning of intensional programming? Is there a logical interpreta-

tion of it?

2. What is the meaning of reflective programming? Is it possible to program

reflectively in a consistent way?

3. What is the meaning of intensional operations in a higher-order setting? How
can we have a non-functional operation without resorting to first-order manip-

ulations of Godel numbers?

4. How can we add recursion to type theory?

The theory developed in this thesis fully addresses the first two of these questions.
Considered as a toolkit, it is likely to be useful in answering the third one. The fourth

one is left for future work. Nevertheless, we shall now briefly consider all of them.

1.2.1 Intensional Programming
In the realm of functional computation, we can immediately distinguish two paradigms:

e The Extensional Paradigm. It has been exactly 50 years since Christopher
Strachey articulated the notion of functions as first-class citizens in his influ-
ential notes on programming |Strachey|, 2000]. In a purely functional world, a
higher-order program can use a functional argument extensionally by evaluating
it at a finite number of points: this leads to a form of continuity, which is the

basis of domain theory |Abramsky and Jung), 1994].

e The Intensional Paradigm. This way of computing originated in computabil-
ity theory |Cutland, 1980, |Jones, (1997]: a program can compute with the source
code—or intension—of another program as an argument. It can edit, optimise,

call, or simulate the running of this code.



Whereas the first paradigm led to a successful research programme on the seman-
tics of programming languages, the second is often reduced to symbolic evaluation.
This is one of the reasons for which the intensional paradigm has not reached the so-
phistication of its extensional counterpart. Yet, the question remains: what can the
intensional paradigm contribute to programming? What is the additional expressivity
or programming power afforded by intensionality?

This is a theme that is often discussed by the LISP community. Indeed, certain
dialects of LiSP are the closest we have to a true paradigm of intensional programming,
both through LISP macros |Graham, 1993| as well the construct of quoting |Bawden),
1999|. Either of these features can also be used for metaprogramming, which is the
activity of writing programs that write other programs.

The notion of intensional programming is also central to the work of the partial
evaluation community, which uses a rather extreme form of intensionality that is bet-
ter known under the name programs-as-data: see |Jones et al.| [1993], |Jones| [1996)
1997|. Their work uses insights from computability theory and Gédel numberings to
build a metaprogramming-oriented methods for the automatic generation of compil-
ers, all based on the power of the s-m-n theorem of computability theory: see
for more details and references. Even though LiSP-inspired, and never seriously con-
sidering non-functional operations, this is perhaps the closest anybody has come to
what we mean by intensional programming.

But, to this day, no satisfying theoretical account of intensionality in programming
has been produced. The present author believes that this has to do with the fact that
LISP is an unstructured, untyped language. Hence, it is not amenable to any kind
of analysis, other than maybe that of the untyped A-calculus [Barendregt], [1984]. See
also Wadler| [1987] for an early critique of SCHEME in programming methodology.

We shall introduce a new approach to intensional programming that is fundamen-
tally typed in §3]

1.2.2 Reflective Programming

For a very long time, programmers and theoreticians have sought to understand
computational reflection, a concept introduced by Brian Cantwell Smith [1982, 1984].
Computational reflection is an obscure idea that has been used in a range of settings:
see |Demers and Malenfant| [1995] for a (slightly dated) survey. In broad strokes, it
refers to the ability of a program to access its own code, refer to its own description,

or examine its own internals.



The kind of reflection envisaged by Brian Cantwell Smith was to be implemented
by using reflective towers. The idea is that a program could be understood as running
on the topmost level of an infinity of interpreters. Reflective constructs then accept
code that is to be injected to the interpreter situated one level below, hence having
access to the complete state of the top-level interpreter, all its registers and variables,
and so on—to infinity. This is a rather mysterious construction with unclear semantics
that have been the subject of investigation by Friedman and Wand| [1984], [Wand and
Friedman| [1988], and Danvy and Malmkjaer| [1988]. This line of work eventually
concluded with a theorem of Wand| [1998|, which shows that there are no useful
semantic descriptions of the reflective tower. We will discuss Wand’s result in §1.3.2]

Despite its being poorly understood, computational reflection seems to be a re-
curring and useful concept. Demystifying it is a pressing problem, as many modern
programming languages have reflective or ‘introspective’ facilities that lead to per-
nicious bugs. The author suspects that a central theme of this thesis, the notion of
intensitonal recursion, will prove fundamental in obtaining a logical foundation for

reflection. To quote Polonsky| [2011]:

Of course, they [the questions posed by Smullyan| are only a sliver in the
more global puzzle of understanding reflection as a distinct phenomenon.
There is still lacking a general concept, an all-inclusive definition through
which the common features of the constructions in Godel’s theorem, com-
putability, number theory (systems of arithmetic), and set theory could

be related. Finding such a concept remains a fascinating open problem.

We believe that the notion of intensional fived points, to which we devote §0] is
precisely an abstract definition of (well-behaved) reflection. Our framework thereby

provides a candidate solution to the problem of Polonsky.

1.2.3 Higher-Order Non-Functional Computation

Over the past years, a new field of theoretical computer science has emerged under
the name of higher-order computability. As a subject, higher-order computability
has its roots in the 1950s, but the work of Longley [2005| has produced a unifying
account that overlaps significantly with the study of logic, A-calculus, category theory,
realizability theory, and the semantics of programming languages; see the recent book

by [Longley and Normann| [2015].



In classical computability theory |Rogers, (1987, |Cutland, 1980, Odifreddi, [1992]
there was a confluence of ideas |Gandyl, 1988 in the 1930s, culminating in the Church-
Turing thesis, viz. that all ‘effectively calculable’ functions—whatever that might
mean—are partial recursive. In contrast, higher-order computability suffers from a
Church-Turing anti-thesis: there are multiple notions of computation at higher order,
and some of them can be shown to be strongly incompatible with each other. This sit-
uation generates a lot of debate regarding which notion of higher-order computability
is ‘more natural’ than the others: see the discussion in [Longley, 2005 §1]

Perhaps one of the most difficult challenges in higher-order computability is to
clarify what intensional, or non-functional higher-order computation is. This does
not only pertain to computation with the usual effects, like memory, exceptions,
or first-class continuations: such effects are well-understood, either through game
semantics [Abramsky and McCusker|, 1996, |Abramsky et al., [1998], or more abstractly
through the various theories of effects: see [Moggi, (1989, (1991, [Plotkin and Power),
2004, Hyland and Power, 2007, Levyl 2003]. Instead, we consider more general non-
functional computation, where the non-functional aspect arises from the ability of a
device to read the description or code of its higher-order argument.

A known example that is impossible to accommodate in an extensional setting is

the modulus of continuity functional. This is a type 3 functional,
¢®:(N-N)—-N)—=N

Intuitively, when given a type 2 functional F': (N — N) — N, ®(F) returns an upper
bound n on the range of values F' would examine of any argument given to it, so that

if f,g: N — N agree on those values, i.e.

Vi€ {0,...,n}. f(i) = g(i)

then F'f = Fg. It can be shown that one cannot define a modulus of continuity func-
tional that is extensional. To compute ®(F') it is necessary to examine the internals
of F': we simulate its run on some function, and see what the maximum argument it
examines is. This can be computed in a language with side-effects: we call F(fa),
where fq uses side-effects to record the maximum value at which it is called, and ®(F)
then returns this recorded value. We can see that this is highly dependent on the
way F' is implemented, and thus not extensional: see the blog post of Andrej Bauer
[2011]. The question we want to ask in this setting is this: can we make the modulus
of continuity computable, perhaps by admitting it at certain intensional types only,

but without generally violating neither extensionality nor freedom from side effects?



The main ways to understand such computation are either through a ‘highly
intensional,” essentially untyped, first-order formulation, which suffers from a lack of
logical structure and useful properties; or through computational effects, which is even
less clear in terms of higher-order computability. One way out of this impasse has been
suggested by Longley |Longley, 2005, §6], and it employs realizability. Longley argues
that posing the question of whether a non-functional operation is definable amounts
to writing down a logical formula that specifies it, and then examining whether that
formula is realizable: see |[Longley], [1999a] and the note [Longley, (1999b)].

Whereas this is an informative approach, it does not smoothly lead us toward
the design of programming languages that harness these non-functional powers. We
propose, instead, the following research programme: we should first use the type-
theoretic techniques proposed in this thesis to add intensionality to a A-calculus.
Then, we shall be able to vary the intensional operations available, and study the

expressivity of the resulting systems.

1.2.4 Recursion in Type Theory

General recursive definitions are prohibited in most type theories, including Martin-
Lof type theory (MLTT) |Martin-Lof, (1998, |1984], Nordstrom et al., |1990]. This is
not an arbitrary design choice: MLTT features dependent types, i.e. types depend on
terms. Thus, its terms ought to be strongly normalising, so that the types themselves
are.

In that way, MLTT is logically well-behaved, but not ideal for programming. In
fact, writing down the definitions of many ordinary programs becomes a difficult
exercise. The intuitive reason is that every program we want to write must somehow
contain its own proof of termination. A lot of work has gone into regaining the lost
expressivity, from the results of |(Constable and Smith| [1993| on partial types, to the
method of Bove and Caprettal [2005], and all the way to the coinductive types of
Capretta [2005] and the delay monad. There is also recent work on the partiality
monad and higher inductive types: see |Altenkirch et al. [2017].

In any case, working within MLTT has a fundamental disadvantage: an old theo-
rem of Blum| [1967] ensures that, no matter what kind of ‘blow-up factor’ we choose,
we will be able to write a program (in a partial, Turing-complete language) whose
shortest equivalent in a total programming language is larger by the given factor: see
the blog post of Harper| [2014]. Thus, ultimately, there is no working around this

theorem: at some point we might have to add general recursion to type theory.



In the setting of simple types adding recursion is relatively easy. It was first done
by Scott| [1993] and Plotkin [1977], who defined the prototypical fixed point language
PCF, a simply-typed A-calculus of booleans, integers, and a fixed point combinator
Y : (A — A) — A. There is a long and rich literature on the models of PCF: the
reader may consult any of [Plotkin) 1977, |Gunter, 1992, Mitchell, 1996, |Abramsky
et al., (1996, Hyland and Ongj, 2000} Streicher, 2006, |Longley| 1995].

Merely throwing Y into the mixture is not advisable in more expressive type
theories, e.g. in System F or MLTT. If sum or ¥ types are available (or are definable,
e.g. in System F), a theorem of |[Huwig and Poigné|[1990] guarantees that the resulting
theory will be inconsistent: even the existence of the coproduct 1 + 1 is enough to
make a cartesian closed category with fixpoints degenerate to a preorder.

A short abstract by Plotkin [1993] proposes that we forget the cartesian setting,
and work in either a (second-order) intuitionistic linear type theory, or a relevant type
theory. The full manuscript for that abstract never appeared, but the linear type
system to which it refers (but without recursion) was studied in detail by Barber
[1996].

Further efforts went into defining a Linear PCF, based on these intuitions. In-

variably, the type of Y or the rule for recursion has one of the following forms:

I(IA — A) — A [Braiiner] [1995), [1997]

1A — A

g Maraist et al.|[1995], Bierman| [2000]
A

(1A — A

g Maraist et al.| [1995]
1A

We will shortly see that this pattern is not accidental. We will develop a type-theoretic
approach to intensionality that will admit a slightly unusual kind of recursion, namely
intensional recursion. Its type-theoretic interpretation will be strongly reminiscent

of the pattern of these rules, but linearity will prove to be a red herring.

1.3 Quoting is Impossible

The first impression that one usually acquires regarding intensional phenomena is that
they can only spell trouble. After all, encoding programs or logical formulae as data
in the same language is the typical function of Gédel numbering. Such constructs
quickly lead to megative theorems that pinpoint the inherent limitations of logical

systems, e.g. Godel’s First Incompleteness Theorem [Smullyan, 1992].



Our aim in this thesis is to tell a positive story, but we shall first recount the
negative tales of the past. We shall not engage in a foundational debate regarding
Godel’s theorems and related results here, but a more in-depth discussion can be

found in in the book of |Smullyan| [1992], and in [Girard), [2011, §2|. Instead, we

will focus on the negative repercussions on programming.

1.3.1 Tale 1: Quoting is Not Definable

Let A be the set of untyped A-terms |[Barendregt, |1984], and let
A=A

be a map on A-terms. The intention is that, for each A-term M, the term "M
represents the program M as a datum in the A-calculus. We call "M the quote
of M. The properties of such (external) quoting functions "7 : A — A have been
systematically studied by [Polonsky| [2011], who also broadly surveys the sporadic
literature on such ‘meta-encodings’ of the A-calculus into itself.

In standard accounts, e.g. |Barendregt), [1984], the quote function is a Gddel num-
bering, as known from the literature on Godel’s theorems. To each term M one assigns
a number # M, and defines "M ' to be the Church numeral for #M.

A fundamental question then arises: is quoting internally definable? The answer
is, of course, negative, as internal definability of quoting would lead to inconsistency.
The following argument is due to Barendregt| [1991]: suppose there is a term Q € A
such that

QM =5 ™M™

It is a fact that Church numerals are in normal form. Hence, both "T" and "IT" are

in normal form, where I < Az. z is the identity combinator. We have that

M =5 QI =3 Q((IT) =5 "1I"

This amounts to equating two distinct normal forms. But it is known that the A-
calculus is confluent, hence consistent! It follows that such a term Q cannot exist.

It is very important to notice that the crux of the argument essentially rests on
the confusion between the extension M, the intension "M, and the ability to pass
from extension to intension. To obtain a consistent account of intensionality we ought
to forbid this possibility. However, let us seize the opportunity to remark that the
opposite direction is not only attainable, but a result of historical importance for
computability theory [Kleene] 1936, 1981]:



Theorem 1 (Kleene| [1936]). There exists a term E € A° such that
EM7 5 M
for all M € A°.

This is essentially the same result as the one obtained by [Turing [1937], but for the
A-calculus instead of the Turing Machine. See |Barendregt], 1984, §8.1.6| for a proof.

1.3.2 Tale 2: Quoting Collapses Observational Equivalence

Let us suppose that the above result does not deter us in our plans to add reflection
to the A-calculus. All else failing, we can do so by postulating constants eval and

fexpr, along with the following reductions:
eval "M'"— M
(fexpr V) M — V "M ™

where V' is some notion of value (e.g. a weak head normal form). Then Q would be
definable as fexpr (Az. ).

One of the most interesting and well-studied notions in A-calculus is that of obser-
vational equivalence. Two terms M, N are observationally equivalent, written M = N,
if they are interchangeable in all possible contexts, without any ‘observable changes.’
The notion of observable change is up for debate, and the exploration of different op-
tions leads to interesting variations—see e.g. Bloom and Riecke [1989] and |Abramsky
[1990]. The usual choice is that we can observe normal forms at ground type (i.e.
different numerals and boolean values), or—equivalently—termination of evaluation
at ground type. If M =5 N, then certainly M = N, but the converse is not normally
true: terms can be observationally equivalent, but the theory of equality (which is
only computably enumerable) is not strong enough to show that.

In this context, Wand, [1998] showed the following theorem:

Theorem 2 (Wand). M = N if and only if M =, N

Wand’s definition of observation is termination at a weak head normal form, and his
quoting function -7 is a Scott-Mogensen encoding: see [Polonsky| 2011, Mogensen,
1992]. However, the result is strong and general, and puts the last nail in the cof-
fin: there can be no semantic study of functional programming languages that are
so strongly reflective that they can internally define quoting. Such a language can
internally distinguish any two terms in the language, as long as they are not equal
up to renaming. This result concludes the long line of research on Smith’s reflective

towers that we mentioned in §1.2.2]
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1.4 Intensionality and Types: Modality-as-Intension

The two negative tales we have just told are, fortunately, not the final word. If we take
a close look at the existing literature, e.g. at the chapters of [Barendregt, |1984] that
concern computability and diagonal arguments, we may see that some intensional
operations are indeed definable. For example, there are A-terms gnum, app and E
such that

gnum I_M—I =3 I_I—MTT
app [_M—I I_N—I =3 [_MN—I
E"M1=5 M

We mentioned E in the previous section, but the other two might come as a surprise:
they are indeed pure operations on syntax. The pattern that seems to be at work
here is that the only true restriction is quoting, and that everything else is admissible.

The standard way to enforce restriction in computation is to use types. Indeed,
the main contribution of this thesis is a detailed investigation and analysis of the

following idea:

Intensionality adheres to a typing discipline. I

This is an old but not so well-known observation. To the best of our knowledge, it

was first formulated by Neil J ones,E] and led to his work on underbar types: see |Jones
et al., 1993, §16.2].

1.4.1 Modality-as-Intension

Given a type A, let us write Code(A) for the type of code of type A. We must certainly
have that, if M : A, then "M : Code(A). Thus, if gnum "M™ =5 ""M ™7, then it
must have the type

gnum : Code(A) — Code (Code(A))

This looks familiar! If we drop all pretense and write JA for Code(A), we obtain the
following types:

gnum : [JA — OOA
app:J(A— B) - 0A - OB
E:JA— A

IPersonal communication.
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Surprisingly, there is an underlying Curry-Howard correspondence: the types of these
operations correspond to the axioms 4, K and T of the modal logic S4. This connection
to modal logic was drawn by Davies and Pfenning [1996, 2001|, who used it to embed
two-level A-calculi |[Nielson and Nielson| [1992] in a modal A-calculus, and to perform
binding-time analysis.

We will thus introduce and study the modality-as-intension interpretation. This
is an idea that pervades |Davies and Pfenning, |1996] 2001|, and is even mentioned in

name in the conclusion of [Pfenning and Davies, [2001]. To quote:

One particularly fruitful interpretation of [JA is as the intensional type for
expressions denoting elements of type A. Embedding types of this form
in a programming language means that we can compute with expressions
as well as values. The term box M quotes the expression M, and the
construct let box u <= M in N binds u to the expression computed by
M and then computes the value of N. The restrictions placed on the
introduction rule for [JA mean that a term box M can only refer to other
expression variables v but not value variables z. This is consistent with
the intensional interpretation of [JA, since we may not know an expression
which denotes a given value and therefore cannot permit an arbitrary value

as an expression.

The above excerpt refers to the modal type system introduced and used by Davies

and Pfenning, which is a dual-context \-calculus, with judgements of the form
A;THFM:A

where A and I" are two ordinary but disjoint contexts. The variables that occur in A
are to be thought of as modal variables, or variables that carry intensions or codes,
whereas the variables in I" are ordinary (intuitionistic) variables. In this system, the
evaluator E : [JA — A exists as a variable rule, i.e. the ability to use a code variable

as if it were a value:

AwAN TFu: A
The canonical terms of modal type are of the form box M, and they largely mimic
the Godel numbering "M . The shape of the introduction rule guarantees that all
the variables that occur in the ‘boxed term’ M are code variables, and not value

variables; we write - for the empty context:
A;-FM:A
A;T'Fbox M : A

12



And, as mentioned above, there is also a let box u <= (—) in (=) construct that allows

for substitution of quoted terms for code variables:
A;TEFM:A AuwA;TEFN:C
A;TFletboxu< MinN:C

along with the reduction
let box u <= box M in N — N[M/u]

The let box u < (—) in (—) construct secretly requires (A x B) = OA x OB, which
is just enough to define the app : J(A — B) — OA — OB constant.
Finally, the 4 axiom is inherent in the system:
wA;-Fu:A
w:A;-Fboxu:A
r:UOAFz:0OA4 wA;x:0OAF box boxu: A
«;x A let box u <= x in box box u : [JA

The author has previously studied such dual-context systems in |[Kavvos| 2017b].

1.4.2 A Puzzle: Intensional Recursion

We touched upon the subject of recursion in type theory in §1.2.4] To obtain recursion
in simple types, we have to add a fixed point combinator Y : (A — A) — A, and
obtain PCF. In contrast, recursion is definable in the untyped setting. This is the
conclusion of the First Recursion Theorem |Barendregt|, 1984, §2.1, §6.1]:

Theorem 3 (First Recursion Theorem). Vf € A. Ju € A. u = fu.

Proof. Let
Then Y f =5 f(Yf). O

The FRT corresponds to extensional recursion, which is what most programming
languages support. When defining a recursive function definition, a programmer
may make a finite number of calls to the definiendum itself, in the same vein as
our description of the functional-extensional paradigm in §1.2.1] Operationally, this
leads a function to examine its own values at a finite set of points at which it has—

hopefully—already been defined.

13



However, as |Abramsky [2014] notes, in the intensional paradigm, which we also
described in §1.2.1] a stronger kind of recursion is attainable. Instead of merely exam-
ining the result of a finite number of recursive calls, the definiendum can recursively
have access to a full copy of its own source code. This is embodied in the Second
Recursion Theorem (SRT), which was proved by Kleene, [1938|. Here is a version of
the SRT in the untyped A-calculus |Barendregt|, 1984} §6.5]:

Theorem 4 (Second Recursion Theorem). Vf € A. Ju e A. u= fTu™.
Proof. Given f € A, set u = WTW7, where

W = \z. f(app z (gnum z))
where app and gnum are as above. Then

uw=Wrw
=g f(app "W (gnum "W7))
:,8 f(app I_W_I I’I’W‘I‘I)
:,3 f(l_Wl—W—I—I>

= fry”
O

It is not hard to see that, using Kleene’s interpreter for the A-calculus (Theorem ,
the SRT implies the FRT. It is not at all evident whether the converse holds. This
is because the FRT is a theorem that concerns higher-order computation, whereas
the SRT is very much grounded on first-order, diagonal constructions. The exact
relationship between these two theorems is the subject of

The point that we wish to make is that, in the presence of intensional operations,
the SRT affords us with a much stronger kind of recursion. In fact, it allows for
exactly the sort of computational reflection that we discussed in §1.2.2]

Perhaps the greatest surprise to be found in this thesis is that the SRT admits a
type. Indeed, suppose that u : A. Then certainly "' : [JA, and it is forced that

FiOA A

The Curry-Howard reading of the SRT is then the following: for every f: A — A,
there exists a u : A such that u = fTu'. This corresponds to Lob’s rule from

provability logic [Boolos, [1994]:
OA— A

A
14



Lob’s rule is equivalent to adding the Godel-Lob axiom,
O0OA— A) - DA
to a modal logic. One of the punchlines of this thesis will be that

The type of the Second Recursion Theorem is the Godel-Lob axiom. I

Thus, to obtain reflective features, all we have to do is add a version of Lob’s rule to

the Davies-Pfenning modal A-calculus.

1.5 A Road Map

The rest of this thesis consists of a thorough discussion of the above observations,
and the development of appropriate syntax and categorical semantics that capture
the aforementioned intuitions.

In §2] we dive back to find the origins of Kleene’s two Recursion Theorems. As
it happens, these correspond to the two ways in which we can define a mathematical
object by recursion: one can either use diagonalisation, or some kind of infinite (or
transfinite) iteration. The origin of both of these methods is lost in the mists of
time, but both find their first documented expressions in the work of Kleene, [1952]
1938]. §2|states and proves these two theorems, and engages in a thorough discussion
regarding their similarities and differences. Whereas the SRT works by diagonalising
and is applicable to a first-order setting, the FRT requires a higher-order perspective.
In some cases both theorems are applicable, but one is stronger than the other: the
FRT always produces least fixed points, but this is not always the case with the SRT.
Nevertheless, an old result by Hartley Rogers Jr. bridges this gap. We also find the
opportunity to engage in some speculation regarding the possible applications of the
reflective features provided by the SRT.

In §3] we revisit the system of [Pfenning and Davies [2001] that we described in
After noting that it does not feature any actual intensional operations, we add
some to the system. We also take the hint from and add a form of Lob’s
rule as well. The result is a programming language that is (a) intensional, exactly in
the sense described in §1.2.1] and (b) reflective, in the sense described in §1.2.2] A
confluence proof ensures that the resulting system, which we call Intensional PCF, is
consistent. It is evident that the central device by which everything comes together
is the modal types, which separate the two worlds of intension and extension, by way

of containing the former under the modality.
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Following that, in §4 we begin to seck categorical semantics for intensionality. We
argue that 1-category theory is ill-suited for modelling intensionality. We are thus led
to consider the P-categories of Cubri¢, Dybjer and Scott [Cubrié et al., |1998|, which
are categories only up to a partial equivalence relation (PER). In this setting, we
introduce a new P-categorical construct, that of ezposures. Exposures are very nearly
functors, except that they do not preserve the PERs of the P-category, but reflect
them instead. Inspired by the categorical semantics of S4 |[Bierman and de Paival,
2000], we begin to develop the theory of exposures.

To substantiate the discussion, builds on the previous chapter by presenting
three concrete examples of exposures. The first example shows that, when built on
an appropriate P-category, an exposure is really an abstraction of the notion of a
well-behaved intensional device, such as a Géddel numbering. The second example is
based on realizability theory; it is also the motivating example for exposures, and is
later used to show that Kleene’s SRT is a form of intensional recursion. The final
example illustrates that intensionality and exposures may occur outside logic and
computability, and is related to basic homological algebra.

Then, in §6| we put on our P-categorical spectacles and examine intensional re-
cursion. We find that it has a simple formulation in terms of exposures. We then
show that classic theorems of logic that involve intensional recursion, such as Godel’s
First Incompleteness Theorem, Tarski’s Undefinability Theorem, and Rice’s Theorem,
acquire concise, clear formulations in the unifying framework of exposures. Moreover,
our theory ensures that each logical device or assumption involved in their proofs can
be expressed in the same algebraic manner. The chapter concludes by using exposures
to generalise a famous categorical fixed-point theorem of Lawvere| [1969, 2006|, which
roughly corresponds to a restricted version of the FRT. The resulting Intensional
Recursion Theorem is a categorical analogue of Kleene’s SRT.

At last, in §7]and §8| we bring Intensional PCF (§3)) and exposures (§4) together,
by using the second to provide a semantics for the first. Intensional PCF is too
expressive for this endeavour, so we discuss a restriction of it, which we call Intensional
PCF v2.0. We find that a sound semantics for it consists of a cartesian closed P-
category equipped with a product-preserving, idempotent comonadic exposure. We
then discuss in which cases we may lift some of these new restrictions of Intensional
PCF v2.0. We conclude by showing that Asm(K;) is a model of Intensional PCF
v2.0, with the intensional fixed points being interpreted by Kleene’s SRT.

Finally, in §9] we conclude our investigation by evaluating our contribution, and

delineating a number of future directions towards which this thesis seems to point.
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Figure 1.1: Chapter dependencies
§1 (Introduction)

TN

§3 (iPCF) §4 (Categories and Intensionality)

TN

§5 (Examples) §6 (Intensional Recursion)

§7 (iPCF Semantics I)

|

§8 (iPCF Semantics II)

The figure presents a rough outline of the way the chapters of this thesis depend
on each other. §2 is not included in the diagram, as it functionally independent of the
developments in the thesis. Nevertheless, we recommend that the reader consult it in
order to understand the origins and importance of intensional recursion. The sequence
§1, §4, §6 may be read independently, hence constituting the basics of our ‘theory of
intensionality.” Finally, the diagram does not capture two small further dependencies:
that of on the examples developed in §5, and that of the construction of IFPs in
Asm(K;) in on the definition of that P-category in §5.2]

17



Chapter 2

Kleene’s Two Kinds of Recursion

It is well known that there are two ways to define a function by recursion.

One way is through a diagonal construction. This method owes its popularity to
Cantor, and forms the backbone of a large number of classic diagonalisation theorems.
Diagonal constructions are a very concrete, syntactic, and computational method of
obtaining fixed points, which we in turn use to obtain recursion.

Another way is through a least fized point that is obtained as a result of some
kind of infinite (or even transfinite) iteration. This kind of construction is more
abstract and mathematical in style. It is a very common trope in the study of de-
notational semantics of programming languages, particularly those based on domain
theory |[Abramsky and Jung),|1994]. The origins of this lattice-theoretic argument are
lost in the mists of time, but see Lassez et al.|[1982] for a historical exposition.

Both of these ways were famously used by Stephen C. Kleene [Kleene, [1981] to de-
fine functions by recursion in computability theory. The least fixed point construction
is the basis of Kleene’s First Recursion Theorem (FRT) |Kleene, [1952|, whereas the
diagonal construction is found at the heart of his Second Recursion Theorem (SRT)
[Kleene, [1938].

Nevertheless, it is not so well known that there is a slight mismatch between these
two theorems. This is mainly due to the context in which they apply: the FRT
is essentially a theorem about computation at higher types, whereas the SRT is a
first-order theorem of a syntactic nature.

Modulo the above mismatch, it so happens that the SRT is more general than
the FRT. Indeed, the SRT allows for a computationally ‘stronger’ kind of recursion—
namely intensional recursion—whereas the FRT has a more eztensional flavour. How-

ever, there is a close yet slightly mysterious relationship between these two theorems,

LA preprint is available as arXiv:1602.06220
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the particulars of which we shall examine.

The SRT has numerous applications in computability, but it is deafeningly absent
in computer science. |Abramsky [2014] has suggested further investigation, likening
the SRT to “the dog that didn’t bark” in the Sherlock Holmes story, and has also
discussed several related issues.

In the sequel we shall investigate both of these types of recursion, as well as
their intricate relationship. In §2.1| we discuss the notion of intensionality and its
relationship to computability; we state and prove the SRT, and discuss the extra
generality afforded by what we call intensional recursion; and we sketch a number of
speculative applications of intensional recursion. Subsequently, in §2.2, we move to
the discussion of higher types: we look at two slightly different notions of computation
at higher types, discuss their interaction, and prove the FRT for each one. Finally,
in §2.3, we investigate when each of the recursion theorems applies, and when the

resulting recursive constructions match each other.

2.1 Intensionality and Computability

In loose philosophical terms, to be intensional is to contain not only reference, but
also sense. The distinction between these two notions is due to Frege, see e.g. Fitting
[2015]. An intensional sign denotes an external referent, yet inherently connotes more
information—its elusive sense. The classic example is that of the planet Venus, which
may be referred to as either the morning star, or the evening star.

Most mainstream mathematics is rather extensional: we normally reason about
underlying, ‘ideal’ mathematical objects, and not their concrete descriptions; the
latter are, in a way, only there for our referential convenience. In most presentations
of set theory, for example, the axiom of extensionality equates any two sets whose
members are the same. Thus, in the mathematical sense, to be intensional is to be
finer than some presupposed ‘extensional equality.’

It is not difficult to argue that this setting is most inadequate for Computer Sci-
ence. On a very rough level, extensions correspond to what may be computed, whereas
intensions correspond to the programs and processes that carry out the computation,
see e.g. Moschovakis| [1993]. Once more, there is a distinction to be made: pro-
grams may be understood by the ideal objects that they refer to (e.g. functions), or
their internal characteristics: length, structure, and—ultimately—the algorithm they

express.
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The former aspect—viz. the study of ideal objects behind programs—is the do-
main of Computability Theory (previously known as Recursion Theory), where the
object of study is ‘effectively computable’ functions over the natural numbers. Com-
putability Theory began with the ‘confluence of ideas’ |Gandy| [1988] of multiple
researchers in the late 1930s in their attempt to characterise ‘automatic’ or ‘mechan-
ical’ calculability. Remarkably, all roads led to Rome: different notions were shown
to coincide, leading to the identification of the class of partial recursive functions.
Subsequent to this fortuitous development, things took a decisive turn, as further
developments mostly concerned the study of the mcomputable.ﬂ

So much for the extensional side. What about intensions? Here, we encounter a
diverse ecosystem. On one side, fixing the Turing Machine as one’s model of compu-
tation leads to Complexity Theory, which attempts to classify algorithmic problems
with a view to identifying the exact resources that one needs to solve a a problem.
This aspect is largely reliant on more combinatorial reasoning. Alternatively, adopt-
ing the A-calculus as a point of reference leads to the study of programming languages,
which includes—amongst other things—type systems, semantics, program analysis,
and program logics. Here, the emphasis is on logical aspects. Finally, the subject of
concurrent and interactive computation unfolds as a bewildering, obscure, and diverse

landscape: see e.g. |Abramsky [2006].

2.1.1 The Space of All Programming Languages

It is, however, a curious state of affairs that standard computability theory—as pre-
sented, for example, in the classic textbooks of Rogers [1987], (Cutland| [1980] and
Odifreddi [1992]—begins with a small set of abstract results that concern Gédel num-
berings of partial recursive functions. Even though they are the central pillar of an
extensional theory, these results have a decidedly intensional flavour.

These results begin by putting some very mild conditions on G6del numberings.
Indeed, if one thinks of a Gédel numbering as a ‘programming language,’” then these
conditions comprise the absolute minimum that intuitively needs to hold if that pro-
gramming language is ‘reasonable.” A clear presentation of this part of the theory can
be found in the classic textbook of (Odifreddi| [1992, §II.5]. A more modern account
that is informed by programming language theory is that of Neil [Jones| [1997].

2Harvey |[Friedman [1998| once made the following tongue-in-cheek recommendation to the Foun-
dations of Mathematics (FOM) mailing list: “Why not rename recursion theory as: noncomputability
theory? Maybe that would make everybody happy.”
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The story begins to unfold as soon as we encode programs-as-data, by assigning
partial recursive functions to natural numbers. Following tradition, we write ¢ for an
arbitrary numbering, and ¢, : N — N for the partial recursive function indexed by
p € N under the numbering ¢.

From a programming perspective, we may consider p to be a ‘program,” and
¢ : N — (N — N) a semantic function that maps programs to the functions they
compute. In practice, p € N is usually a Godel number that encodes the syntax of a
Turing Machine, or the instructions for a register machine, or even a A-term.

Let us write e; ~ ey for Kleene equality, viz. to mean that expressions e; and e,
are both undefined, or both defined and equal in value. Of the numbering ¢ we shall

require the following conditions:

Turing-Completeness That for each partial recursive function f there exists a p
such that f = ¢,.

Universal Function That there is a program U such that ¢y (z,y) ~ ¢.(y) for all
z,y € N.

S-m-n That there is a total recursive function S such that ¢gq.)(y) ~ ép(z,y) for
all z,y € N.

That the first and second conditions are achievable was popularised by Turing
[1937], and the third is a result of Kleene| [1938]. The first condition corresponds, by
the Church-Turing thesis, to the fact that our programming language is as expressive
as possible (in extensional terms). The second corresponds to the ability to write a
self-interpreter, under suitable coding. And the third allows us to computably ‘fix’
an argument into the source code of a two-argument program, i.e. that substitution
is computable (c.f. one-step S-reduction in the A-calculus).

In logical terms, we may regard these as sanity conditions for Gdel numberings of
the partial recursive functions. The ‘sane’ numberings that satisfy them are variously
known as acceptable numberings |Rogers, [1987, Ex. 2.10|, acceptable programming
systems |Machtey and Young, [1978| §3.1.1], or systems of indices |Odifreddi, 1992,
§IL.5.1].

It was first shown by |[Rogers [1958] that acceptable numberings have very pleasant

properties.

Definition 1. For numberings ¢ and 1, define
¢ <gv iff Jt:N— N total recursive. Vp € N. ¢, = 1)y
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We then say that ¢ Rogers-reduces to ¥, and <p is a preorder.

Hence, thinking of ¢ and v as different programming languages, ¢ <g v just if
every ¢-program may be effectively translated—or compiled—to a 1 program. Then
=r & <gp N >p is an equivalence relation. Quotienting by it vields the Rogers
semilattice under the extension of <g to the equivalence classes (see op. cit). More

specifically,
Theorem 5. The following are equivalent:
1. 9 is an acceptable numbering, as above.
2. 1 1s a member of the unique top element of the Rogers semilattice.

3. 1 is an enumeration for which there is a universal function, and a total recursive
c¢: N —= N such that

Ye(ig) = Vi 0 Y

The first two equivalences are due to Rogers, see op. cit, and |Odifreddi [1992,
§I1.5.3|, and the third is due to Machtey et al. |[1978, Theorem 3.2|. Note that
one should exercise great caution with these equivalences, for their proofs liberally
invoke pairing tricks, loops, iterations, and other programming constructs. Finally,

the equivalence between (1) and (2) above was strengthened by Rogers| [1958] to

Corollary 1 (Rogers’ Isomorphism Theorem). Any two acceptable enumerations are

recursively isomorphic.

The possible numberings of the partial recursive functions, whether acceptable
or pathological, as well as the various forms of SRTs that may or may not hold of
them, have been investigated by the school of John Case and his students: David
Riccardi [1980, [1981], James Royer| [1987] and, more recently, Samuel Moelius III
[Case and Moelius, 2007, 2009a,bl, Moelius, [2009|. For example, this community has
shown that there are numberings where certain known theorems, just as the s-m-
n theorem or Kleene’s second recursion theorem, are not ‘effective,” or simply do
not hold. Earlier work on this front seems to have concentrated on enumerations of
subrecursive classes of functions, see e.g. [Royer and Case [1994], whereas the later
work of Case and his students concentrated on the study of what they called control
structures, i.e. constructs which provide “a means of forming a composite program

from given constituent programs and/or data.”
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2.1.2 The Second Recursion Theorem

The central intensional result of elementary computability theory is Kleene’s Second
Recursion Theorem (SRT), also first shown in [Kleene, [1938].

Theorem 6 (Kleene). For any partial recursive f : N x N — N, there exists e € N
such that

Yy € N. ¢e(y) ~ fle,y)
Proof. Consider the function defined by

5 :NxN—=N
or(y, =) ~ f(S(y,y), x)

Since f is partial recursive, simple arguments concerning the computability of com-
position and substitution yield that d is partial recursive. Hence §; = ¢, for some
p € N. Consider e = S(p,p); then

Ge(y) = Pspp)(Y) = Gp(p,y) = 65(p,y) = f(S(p,p),y) = fle,y)

The second Kleene equality follows by the s-m-n theorem, and the others are simply

by definition or construction. O

In the above theorem, consider f(z,y) as a function that treats its first argument
as code, and its second argument as data. The equation ¢.(y) ~ f(e,y) implies that
e is a program which, when run on some data, will behave like f with e being its first

argument. In slogan form,

We can always write a program in terms of its own source. I

Indeed, the trick has become standard: f(e,y) is a ‘blueprint’ that specifies what

to do with its own code e, and we take its fixed point (c.f. the functionals in the
untyped A-calculus to which we apply the Y combinator). Moreover, in much the
same way that the Y combinator is itself a term of the untyped A-calculus, it so

happens that the construction used in the proof of the SRT is itself computable:

Theorem 7 (Constructive Kleene SRT). There is a total recursive h : N — N such
that, for every p € N,

Dnp)(y) = dp(h(p), )
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That is: in the original statement, we may calculate a code for d; from a code for f,
and hence obtain e in an effective manner.

The Kleene SRT lies at the heart many proofs in computability, especially those
involving diagonalisation, or results pertaining to fixed points, self-reference and the
like. A smattering of more theoretical applications of this ‘amazing’ theorem has been
compiled by |Moschovakis| [2010].

The SRT is perhaps more familiar in the form popularised by Hartley Rogers Jr.
in his book [Rogers|, [1987]. We state a slightly generalised version, and prove it from

Kleene’s version. We write e | to mean that the expression e has a defined value.

Theorem 8 (Rogers SRT). For partial recursive f : N — N, there is a e € N such
that, if f(e) |, then

Ge = Pf(e)

Proof. |Jones, 1997, Lemma 14.3.7| Define

dy(z,y) = du(f(2),y)

Again, by standard arguments, d; is partial recursive. By Kleene’s SRT, there is a
e € N such that, for all y € N,

be(y) ~ ds(e,y) ~ ou(f(€),y) =~ dre)(y)

which is to say ¢. = ¢y (). O

This result is equivalent to the previous formulation |[Rogers| 1987, Ex. 11-4]. We

may summarise it in the following slogan:

Every computable syntactic program transformation
has a semantic fixed point.

Moreover, this version of the SRT comes in a ‘constructive’ variant as well—see
Rogers [1987, §11.2-11] or |Cutland| [1980, §11-3.1|:

Theorem 9 (Constructive Rogers SRT). There is a total recursive n : N — N such
that, for any z € N such that ¢, is total,

Pn(z) = P (n(2))
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All of the above variants of the SRT are equivalent under the assumption that ¢ is
an acceptable enumeration. Nevertheless, if we relax the assumption of acceptability,
there are ways to compare and contrast them. Riccardi [1980] showed that there are
enumerations of the partial recursive functions for which there exist Rogers-type fixed
points, but not Kleene-type fixed points. In a rather technical section of his thesis,
Moelius [2009, §3| painstakingly compares the various entailments between different
formulations of the recursion theorem, and concludes that Kleene’s is the one that is
more natural and general.

No matter how enticing it may be, we shall not dwell on this particular line
of discussion. In fact, we shall avoid it as much as possible, because it does not
fit our view of programming. Any numbering that is not acceptable is somehow
pathological: by contraposition, it follows that either substitution is not computable
(and the s-m-n theorem does not hold), or that there is no self-interpreter (universal
function)—which, by Turing-completeness, means that the interpreter as a function is
not computable. Things are even more subtle if the language is not Turing-complete:
we then have a subrecursive indexing, as in [Royer and Casel |1994], and this is not a

path we would like to tread presently.

2.1.3 Intensional Recursion

From the point of view of programming languages, the very general and still rather
strange application of the SRT is the ability to define functions by intensional re-
curston. This means that a function can not only call itself on a finite set of points
during its execution—which is the well-known extensional viewpoint—but it may also
examine its own intension, insofar as the source code for a program is a finite and
complete representation of it.

Indeed, the SRT is the only basic tool available in standard (non-higher-order)
accounts of computability that enables one to make any ‘unrestricted’ recursive defi-

nition whatsoever. For example, if we define

1 ify=20
y-ou(x,y—1) otherwise

f(z,y) 2{

and apply Kleene’s SRT, we obtain a code e € N such that ¢, is the factorial function.

However, the above use is slightly misleading, in that it is extensional: x is only
used as an argument to the universal function ¢ry. Hence, the resulting behaviour
does not depend on the code x itself, but only on the values of the function ¢, for

which it stands. The following definition captures that phenomenon.
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Definition 2. A total recursive f : N — N is extensional just if

Ga=b =  Opa) = Or)
for any a,b € N.

That is, f : N — N is extensional just if the program transformation it effects
depends solely on the extension of the program being transformed. By a classic result
of Myhill and Shepherdson| [1955], such transformations correspond to a certain class
of functionals which we discuss in

However, even if f : N — N is extensional, the paradigm of intensional recursion
strictly increases our expressive power. For example, suppose that we use the SRT

to produce a program e satisfying a recursive definition of the form

Ge(r,y) =~ ... du(e,g(x),y)...

for some g : N — N. We could then use the s-m-n function to replace this recursive

call by a specialisation of e to g(x), thereby obtaining another program e’ of the form

¢e’($a y) = ... ¢S(e’,g(z))(y) cee

This is an equivalent program, in the sense that ¢, = ¢.,. But if the s-m-n function
S(e,z) performs some optimisation based on the argument x—which it may some-
times do—then ¢’ may provide a more efficient definition, in that it the code for the
recursive call may be optimised for this particular recursive call. This line of thought
is the driving force of the partial evaluation community: there, the s-m-n function is
called a specialiser or a partial evaluator, and it is designed so that it optimises the
programs it is called to specialise; see for more details.

But the SRT also allows for recursive definitions which are not functional, in that
the ‘blueprint’ of which we take a fixed point may not be extensional. For example,

one may be as daft as to define

z+1 if z is even
f(z) ~ L
r—1 if 2 is odd

This f : N — N is total recursive, but decidedly not extensional. However, we may
still use Rogers’ theorem to obtain a fixed point e € N such that ¢. = ¢y, and
the resulting behaviour will depend on the parity of e (!). To this day, it is unclear
what the use of this is, except of course its underlying role in powerful diagonal

arguments—see e.g. (Cutland| [1980, §11.2]—as well as many kinds of reflection.
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2.1.4 Applications of Intensional Recursion

Abramsky| [2014] observed that the SRT, as well as other simple results on program

codes, are strangely absent from Computer Science. He comments:

“This reflects the fact which we have already alluded to, that while Com-
puter Science embraces wider notions of processes than computability the-
ory, it has tended to refrain from studying intensional computation, de-
spite its apparent expressive potential. This reluctance is probably linked
to the fact that it has proved difficult enough to achieve software reliabil-
ity even while remaining within the confines of the extensional paradigm.
Nevertheless, it seems reasonable to suppose that understanding and har-
nessing intensional methods offers a challenge for computer science which

it must eventually address.”

In many ways, we empathise with this programme. Consequently, we catalogue some
applications of such intensional ‘results about program codes,” both within and on the
fringes of Computer Science, and then engage in some speculation regarding various

future directions.

Partial Evaluation

Kleene’s s-m-n theorem allows one to ‘specialise,” or ‘partially evaluate’ a certain
program by fixing some of its arguments. It may appear simple and innocuous, but
this is deceptive: the s-m-n theorem is an essential result in computability.

The power afforded by the s-m-n theorem bestowed considerable success upon
the partial evaluation community, which began with the work of [Futamura [1999|
and [Ershov| [1977, 1982 in the 1970s. Futamura observed that the ability to write
an interpreter for a language (i.e. a universal function), as well as the ability to
‘specialise’ an argument of a program (s-m-n function) followed by source-level op-
timisation yields an easy approach to generate a compiler, thus leading to the three
Futamura projections. Writing S = ¢, where S is the s-m-n function, and U for the

program corresponding to the universal function, we have:

target code = ¢,(U, source code)
compiler = ¢, (s, U)

compiler generator = ¢,(s, s)
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One can then verify that these equations do yield the desired behaviour, as shown in an
elementary fashion by |Jones| [1997]. This led to a successful programme of automatic
generation of compilers, first realised in Copenhagen. The results are documented in
Jones| [1996], and the book of |Jones et al.| [1993].

Contrasting the simplicity of the s-m-n theorem with its success in the partial
evaluation community also led Jones to ponder whether the SRT, which is a much
more powerful result, could have interesting practical applications. Quoting from
[Jones, 1992]:

“While this theorem has many applications in mathematics, it is not yet
clear whether it will be as constructively useful in computer science as the

s-m-n theorem has turned out to be.”
Taking this as a point of departure, he has posed two significant questions:

e What is the exact relationship between the First Recursion Theorem (FRT)
and the Second Recursion Theorem (SRT)?

e [fone implements the SRT, how can the accumulating layers of self-interpretation
be avoided?

Looking back at the literature on computability, we find that the first question has
been answered in a mostly satisfactory way. Regarding the second question, some
recent progress is documented in [Kiselyov| [2015].

A series of experiments with the SRT and further discussion are documented in
Hansen et al.| [1989], and Jones [1992} 2013)].

Abstract Computer Virology

Computer viruses rely heavily on the ability to propagate their own code, which is a
kind of reflection. This was noticed by |Cohen| [1989], who was the first to introduce
the term computer virus alongside an early Turing Machine model of viruses. A few
years later, his supervisor—Leonard |Adleman [1990]—concocted his own model of
viruses that is based on elementary computability theory. In that model, viruses
are program transformations that ‘infect’ ordinary programs. This is also where the
connection with the SRT was made explicit, as Adleman invokes it to construct a
program that—under his own definition—is classified as a virus. He also proved a

result on his model that makes crucial use of the SRT for a diagonal construction.
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These were the two cornerstones that laid the foundation of abstract computer
virology. In more recent years there have been further developments, owing to the
work of Bonfante et al.| [2005] 2006, 2007], who discuss and classify different types of

viruses that correspond to multiple variants of the SRT. See also Marion| [2012].

Computational Reflection & Reflective Towers

The concept of computational reflection was introduced in the context of program-
ming languages by Brian Cantwell |Smith| [1982, 1984] in his voluminous thesis. The
underlying intuition is that a program may be considered to be running on an in-
terpreter, which interpreter itself is running on another copy of this interpreter, and
so on A special construct that makes use of this structure is available in the pro-
gramming language: it allows one to inject code in the interpreter that lies one level
below. Hence, a program has access not only to its code, but the entire state of the
interpreter that runs it, and even the interpreter that runs the interpreter. This is
embodied by the language 3-LISP, introduced in op. cit.

The resulting structure of reflective towers has captured the imagination of many,
but—while couched in colourful imagery—its construction is logically and computa-
tionally mysterious. A series of publications [Friedman and Wand| (1984, Wand and
Friedman), [1988] [Danvy and Malmkjaer, 1988| have made partial attempts to explain
this ‘tower’ in more concrete terms.

Nevertheless, the concept of computational reflection seems to be a general recur-
ring theme with broader scope, but is not well-understood. For the state of affairs up
to the mid-1990s, see the short comparative survey Demers and Malenfant [1995]. De-
mystifying reflection is a pressing concern, as many modern programming languages
have reflective or ‘introspective’ facilities, which are infamous for pernicious bugs, and
generally wreaking havoc.

Some ideas regarding reflection seem to be experiencing a resurgence of interest,
mainly because of the appearance of a new candidate foundation for reflection, namely
Barry Jay’s factorisation calculus: see Jay and Given-Wilson [2011], Jay and Palsberg
[2011], and Jay| [2016].

As the SRT is a result with fundamental connections to reflection, we believe
that a better understanding of intensional recursion must be instrumental in laying

a logical foundation for reflective constructs.
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Economics

This section concerns a speculative application of the SRT to economic modelling.
Historically, there has been a lot of discussion—especially in the years following the
Great Recession—regarding the foundational principles of economics, and whether
these are an adequate substrate for the science. Some of these critical approaches
touch on the self-referential aspects that are ignored by (neoclassical) economic the-
ory. Winrich! [1984] offers an early example of these criticisms; we give him the floor,

for the argument is compelling:

In order for preferences to be complete the choice set must include prefer-
ences themselves! But, as soon as you allow preferences within the choice
set you have preferences “talking” to preferences. In a world of preference
self-reference we can, if you will, produce a neoclassical liar. As an exam-
ple let our liar be a smoker. In such a situation it is not uncommon to
hear a smoker say, “I dislike my desire to smoke.” What are we to make
of such a statement? In the static framework of neoclassical choice theory
this is a contradiction. But at the same time, it cannot be prevented. Not
only is the “act of smoking” an element in the choice set, but the “desire to

smoke” is itself an element in the choice set and also subject to discretion.

Continuously expanding the choice set by including not only commodities
but also social conditions in an attempt to explain invidious distinctions,
other individuals in an attempt to explain altruism, and so forth, neo-
classicism has been able to “absorb” heterodox attacks within the atomic
individualistic perspective. However, the inclusion of choice itself is dev-

astating to its own premise of consistency.

Let me make the point clear. Preference functions, preference orderings,

or preference rankings do not exist. |...]

Indeed, changes to an economic process originating from within an economic process
have been rather difficult to model in a reductionist fashion. Some early work that
attempted to model the ‘change of institutions’ in game theory was carried out by
Vassilakis| [1989, [1992]. Moreover, there have even been approaches—even predating
algorithmic game theory—that approach economics with computational feasibility
in mind, see e.g. the work of [Velupillai [2000] on computable economics. See also

Blumensath and Winschel [2013] for a recent attempt involving coalgebra.
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2.2 Extensional Recursion and the FRT

2.2.1 Effective Operations

Suppose that we have some f : N — N that is total and extensional. It is not hard to
see that—Dby the definition of extensionality—f uniquely induces a very specific type

of functional. Let us write PR for the set of partial recursive functions.

Definition 3. A functional F': PR — PR is an effective operation, if there exists a
total, extensional f : N — N such that

F(¢2) = d5()

This is well-defined precisely because f is extensional. We are entering the realm
of higher types, by computing functions from functions. Nevertheless, we are doing
so in a computable and finitary sense: functions may be infinite objects, but this

computation occurs, or is tracked, on the level of program codes.

The Myhill-Shepherdson Theorem

Functionals such as the one defined above are perhaps one of the most straightforward
ways to define computability at higher order, namely as effective code transformations.
Surprisingly, Myhill and Shepherdson| [1955] showed that the same functionals can be
defined in a much more abstract manner that dispenses with code transformations
entirely. In fact, anyone familiar with the domain-theoretic semantics of the A-calculus
will recognise it immediately.

We first need to discuss the simple order-theoretic structure of the set P of unary

partial functions: its elements may indeed be ordered by subset inclusion:
v Cx iff Vo,yeN ¢(x) >y = x(z) >~y

This makes P into a w-complete partial order (w-cpo), in that least upper bounds of
increasing chains always exist, and they are unions. We can now make the following

definition.

Definition 4. A functional F': P — P is effectively continuous just if it satisfies the

following properties:

Monotonicitity ¢ C x = F(¢) C F(x)
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Continuity For any increasing sequence of partial functions,

o€ i€ fa...

we have
F (U fi) = L| F(f;)

Effectivity on Finite Elements Given an encoding * of the graph of every finite
function 6 : N — N as a number 0 € N, there is a partial recursive gp : Nx N —
N such that, for every finite 6 : N — N, and for all z € N,

~

F(0)(x) ~ gr(0, )

These are called recursive functionals by |(Cutland, [1980] and Rogers [1987]: we be-
seech the reader to exercise caution, as terminology varies wildly.

Let us restate continuity, by using the following equivalent formulation, for which
see (Odifreddi [1992, §I1.2.23]:

Lemma 1 (Compactness). F' : P — P is continuous if and only if
F(f)(x)~y <= dfinited C f. F(0)(x) ~y
for all x,y € N.

Putting these together, we see that effectively continuous functionals are indeed
very strongly computational and effective: the value of F'(f)(z) only depends on a
finite part of the graph of f. In fact, we can show that the behaviour of F' on finite

elements completely determines its behaviour on f:

Lemma 2 (Algebraicity). Let F': P — P be continuous. Then

F(f)y=| [{F(0) |06 finite NOC f}

So, how do these functionals, which are computable in finite approximations, relate to
the aforementioned effective operations, which are based on computations on indices?

The answer is astonishingly simple:

Theorem 10 (Myhill-Shepherdson). An effective operation Fop: PR — PR can be
uniquely extended to an effectively continuous functional F' : P — P (with Fep C F).
Conversely, any effectively continuous functional, when restricted to the partial

recursiwe functions PR, is an effective operation.

See |Cutland [1980, 10-§2], Rogers [1987, §15.3, XXIX], or Odifreddi [1992, §II.4.2| for

proofs.
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A Turing Machine characterisation

Our discussion of functionals began with extensional operations on codes, as the most
natural definition of higher-order computation.

There is, however, an alternative, which some would argue is even more simple:
one may envisage the implementation of any functional F' : P — P as a Turing
Machine which has access to an oracle for the argument of the functional. During a
computation, the machine may write a number x on a separate tape, and then enter
a special state, in order to query the oracle. The oracle then replaces x with f(z)
if f is defined at x. If it is not, the oracle does not respond, forcing the machine to
eternally wait for an answer, and the computation diverges.

Computation with oracles was first considered by [Turing| [1939], leading to the
intricate theory of Turing reducibility and relative computability. However, Turing-
type oracles are fized in relative computability, whilst we consider them as arguments
to a computation. This shift in perspective, as well as the first concrete results
involving higher types, are due to Kleene [1952].

In this context, subtle issues arise with non-determinism. It is well-known that
non-deterministic Turing Machines are equivalent to deterministic Turing machines
at the first order, but at higher order this is no longer true. In fact, the following
theorem was first shown—to the best of our knowledge—by [Moschovakis [2010, §3],
even though it was simply labelled as the Myhill-Shepherdson theorem:

Theorem 11 (Moschovakis). A functional F': PR — PR is an effective operation if

and only if F(f) is computable by a non-deterministic Turing machine with an oracle

for f.

Great care has to be taken in combining non-determinism with oracles: the ma-
chine should be designed so as to avoid the presence of two halting branches in
the same computation tree with different candidate outputs. Similar restrictions oc-
cur in defining what it means to non-deterministically compute a polynomial time
function—see e.g. |Lewis and Papadimitriou| [1997, §4.5.2]. However, in this case,
non-halting branches do not harm anyone; in fact, they are in some sense necessary

for the expressive power afforded by this model of computation.

The First Recursion Theorem

We have seen that effectively continuous functionals exhibit an impressive amount of

inherent order-theoretic structure. By the Myhill-Shepherdson theorem, this struc-
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ture emerges automatically once a functional can be ‘realised’ on codes by an exten-
sional operation on codes.

This order-theoretic structure is the basis of the proof of the First Recursion
Theorem (FRT). This fact was discovered by Dana Scott, who was the first one to
notice that the core argument in the proof of the FRT applies to all so-called simple
typesf| This discovery of Scott led to the development of domain theory, and the study
of PCF [Plotkin, [1977|, both of which were the firstfruits of the field of programming
language semantics. Indeed, Scott acknowledged his debts; quoting from |Scott, [1975]:

“[...] Tt is rather strange that the present model was not discovered earlier,
for quite sufficient hints are to be found in the early paper of Myhill
and Shepherdson and in Rogers’ book (especially §§9.7-9.8). These two
sources introduce effective enumeration operators and indicate that there
is a certain amount of algebra about that gives these operators a pleasant
theory, but no one seemed ever to take the trouble to find out what it

was.”

The central result underlying the FRT is therefore this:

Theorem 12 (The Fixpoint Theorem). Let (D,C) be a w-cpo with a least element
L eD,andlet F: D — D be a continuous function. Then F' has a least fixed point,
defined explicitly by

Ifp(F) =| | F(L)

This is largely considered a folk theorem: its origins are difficult to trace, and many
variants of it have been proved and used widely in Logic and Computer Science—see
Lassez et al.|[1982] for a historical view. In op. cit the authors note that Kleene knew
of it at least as early as 1938; see also [Kleene, [1981].

In fact, it is high time that we show to the reader how it constitutes the first half of
Kleene’s FRT. But first, a caveat: the version of the FRT that we will presently prove
pertains to effective operations (a la Myhill and Shepherdson), and a proof similar
to ours may be found in the book by (Cutland [1980, §10-3]. The original statement,
found in Kleene’s book [Kleene, (1952, §66], concerns partial recursive functionals,

which we discuss in §2.2.2} see also |Odifreddi| [1992} §I1.3.15].

3The simple types of PCF, as defined by [Scott| [1993|, are generated by o =B |N |0 — 0. B
is supposed to connote the booleans, and N the type of natural numbers.
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Theorem 13 (First Recursion Theorem). Every effectively continuous functional
F :P — P has a least fixred point fp(F') : N — N, which is partial recursive.

Furthermore, let ¢, : N — N be an extensional function that realises F' on the
partial recursive functions, i.e. F(¢) = ¢g¢,(2). Then, a p € N such that ¢, = lfp(F)
may be computed effectively from any such q € N.

Proof. The existence of the least fixed point follows from the fact (P, C) is a w-cpo,
and the Fixpoint Theorem.
By the Myhill-Shepherdson theorem, the functional F' corresponds to some ex-

tensional ¢, : N = N. The proof of the Fixpoint Theorem constructs a chain,

fo=0C fHCfo...

where fi11 = F(f;), and the least fixed point is Ifp(F) = ||, fi. The f; may be
construed as increasingly defined ‘approximations’ to f. The key to this proof lies in
using the extensional ¢, to obtain indices that track each element of this chain:

po = (some index for the nowhere defined function)

p1 = ¢q(po)

so that p;11 = ¢4(p;) and hence, by induction, f; = ¢,, for all ¢ € N. Then, by
Church’s Thesis, we define p € N by writing a program that performs the following

steps: on input n,
1. Set i :=0.
2. Begin a simulation of the program p, running on n.
3. Loop:

(a) For each j <, simulate one step of p; on n.

(b) If any of these simulations have halted and produced a value m, halt and

output m.
(c) Otherwise, compute p;11 = ¢,(p;), and begin a simulation of p;;; on input

n. Seti:=1+ 1.

Since the f;’s are a chain, this program cannot accidentally produce two contradictory
values. But since Ifp(F) = ||, fi, if f(n) ~ m, then f;(n) ~ m for some i, so that

f=op. ]

35



In the books of both [Cutland [1980] and |Odifreddi [1992], the above proof is
obtained after the recursively enumerable sets are characterised as the Xy sets in the
arithmetical hierarchy. We prefer the more primitive, ‘algorithmic version’ above,
because we can isolate the expressive power needed.

So, what do expressive power do we use? The program in the proof curiously calls
for countable dovetailing, i.e. the simulation of a slowly expanding yet potentially
infinite set of computations, of which we perform a few steps at each stage. This
requires access to the code ¢ € N of the relevant extensional function, so that we
can run it to obtain the rest of the codes p;. Furthermore, we require a handle on a
number of simulations we spawn, so that we can pause them, schedule some steps of
each, and possibly even discard some.

It is worth remarking once more that the output of this procedure is obviously
deterministic, but there is inherent non-determinism and parallelism in the method

we use to compute it. This is very much in line with Moschovakis’ version of the
Myhill-Shepherdson theorem (Theorem [11]).

2.2.2 Partial Recursive Functionals and Pure Oracles

We have only discussed effective operations up to this point, and shown that they
correspond to effectively continuous functionals.

In our discussion leading to Theorem we also mentioned a slightly different
paradigm, that of oracle computation. Theorem [11] however, guaranteed that non-
deterministic oracle computation coincided with effective continuity. If, in contrast,
we adopt deterministic oracle computation as our notion of higher-order computation,
we are led to a different notion of computable functional. This kind of functional was
first discussed by [Kleene| [1952]{]]

Definition 5. A functional F' : P — P is a partial recursive functional if F'(f) can be
obtained from f : N — N and the initial functions by composition, primitive recursion,
and minimalisation. If its domain is restricted to the set F of total functions, such a

functional F': F — P is called a restricted partial recursive functional.

4However, his definition was not identical to ours. Kleene defined his functionals through an
equation calculus. In this framework, even if the semantics of composition were understood to be
strict, multiple (and possibly inconsistent) defining equations were still allowed, leading to the non-
determinism observed by [Platek [1966], which allowed parallel-or to be computable. We use the
definition that is widely believed that Kleene really intended to use, and found in later textbooks.
That this is the common interpretation I learned from John Longley, in personal communication.
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Thus, if FI(f) = g, then we say that g is partial recursive uniformly in f.

An implementation of such a functional F' would resemble a deterministic Turing
machine with an oracle for its argument. But notice that there is no non-determinism
in this case, and hence calls to the oracle have to happen in a predetermined way. As
soon as we decide to make a query at an undefined point, the computation diverges:
there is no other branch of the computation to save the day! Informally, we may say
that calls to the oracle may not be dovetailed. In effect, partial recursive functionals
deal with their arguments as pure extensions, whereas effectively continuous function-
als interact in a more involved manner with the phenomenon of non-termination.

In the case of total inputs, the above connection was made precise by Kleene:

Theorem 14. |Kleene, 1952, §68, XXVIII] A functional F' : F — P is a restricted
partial recursive functional if and only if it is computed by a deterministic Turing

machine with an oracle.

We are not aware of a plausible analogue of this theorem for partial recursive func-
tionals and deterministic Turing machines.

The definition of partial recursive functionals has a lot of undesirable conse-
quences: see the discussion in the thesis of [Platek [1966, p. 128-130]. Thus, the
definition is often restricted to total inputs, for which the above characterisation
through Turing Machines exists. The underlying reason seems to be that, for total
inputs, we may enumerate the graph of the oracle, as no call to it will diverge.

Let us not forget this trivial but pleasant consequence:

Lemma 3. Let ' : P — P be a partial recursive functional. If g € PR, then
F(g) € PR.

It is in this setting that Kleene obtained the First Recursion Theorem, which first
appeared in Kleene| [1952, §66]:

Theorem 15 (FRT for Partial Recursive Functionals). Let F' : P — P be a partial

recursive functional. Then F' admits a partial recursive least fized point.

Proof. See Odifreddi| [1992], §11.3.15]. As before, the existence of the least fixed point
follows from the Fixpoint Theorem. The fact it is partial recursive follows from
Lemma 3} we conclude by induction that all the f;’s are partial recursive; as the least
fixed point is f = ||, f;, we have that

flz)~y <= dJieN filv)~y

As the f;’s are partial recursive, the predicate on the RHS of this equivalence is

recursively enumerable, and hence so is the graph of f. O]
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Notice that the proof was rather abstract, and that all references to indices have
disappeared completely.
The following was shown by Uspenskii and Nerode, see |Odifreddi [1992} §II.3.19]

for a proof:
Theorem 16. Fvery partial recursive functional is effectively continuous.

In particular, if we restrict a partial recursive functional to PR, it is an effective

operation. The converse was shown to fail by Sasso—see (Odifreddi [1992, §I1.3.20]:
Theorem 17. The functional

0 if f(2x) ~0or f(2r+1)~0

undefined otherwise

F(f) :)\x.{

is effectively continuous, but not partial recursive.

This clearly demonstrates, once more, that there is inherent parallelism or non-
determinism in effective operations, whilst partial recursive functionals are purely
sequential. In more detail, to compute the above functional we would have to con-
currently query the argument f at two points by dovetailing the computations. A
deterministic Turing machine would have to either query f at either 2x or 2z + 1
first; if the first call were to an undefined point, it would diverge and never examine
the second. A non-deterministic Turing machine would deal with the same difficulty

by branching at the point where a choice between 2z and 2z + 1 is to be made.

2.3 FRT vs. SRT

2.3.1 Effective Operations and the SRT

Suppose we would like to construct a fixed point in a more simplistic manner than
the one employed in the proof of Theorem All we need to do is use the Myhill-
Shepherdson theorem to restrict an effectively continuous functional to an effective

operation and extract an extensional function from it, followed by applying the SRT.

Lemma 4. Given an effective operation F : PR — PR defined by an extensional
¢p : N =N, we may effectively obtain a code for one of its fixed points from p € N.

Proof. By Theorem [0} that code is n(p); for then,

D) = Pop(np)) = F(Pn(p))

so that ¢, is a fixed point of F'. m
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So far, so good; but what sort of fixed point have we obtained? In particular, is it
minimal? The following construction, due to Rogers [1987, §11-XIII] demonstrates
that it is not.

Theorem 18. There is an extensional ¢,, : N — N such that the fized point obtained

by the SRT as in Lemmalj) is not minimal.

Proof. Use Church’s Thesis, Kleene’s SRT, and the function n from [9|to define m € N

such that

x if z # n(m)

P () .

t if x=n(m)
where ¢ is an index for the constant zero function, i.e. ¢;(z) ~ 0 for all z € N.
Observe that, as n is total recursive, ¢,, is total recursive. It is also extensional.
Essentially, ¢,, asks: is the input my own Rogers fixed point? If yes, output code for
the constantly zero function; otherwise, echo the input. Thus, if = # n(m), we have
that ¢, (x) ~ x, so that ¢, (o) ~ ¢,. Otherwise,

P (n(m)) = Pr(m)

as n(m) is a Rogers-style fixed point. In either case, ¢,, is extensional, and defines
the identity functional. The least fixed point of it is the empty function. However,
the fixed point that results from the SRT has code n(m), and

Om(n(m)) ~t
so that ¢,(m) = ¢, which is equal to the constantly zero function. O

The key aspect of this construction seems to be that, unlike oracle computation,
an extensional function is able to syntactically inspect its input, thus creating a
‘singularity’ at one point. We maintain extensionality by arranging that the point
at which the ‘singularity’ is to be found is—incidentally—the extensional function’s
own fixed point! This is more evidence that effective operations really hide something

more than ‘pure extension’ under the hood.

The Standard Form

Can this mend this situation? The answer is positive: any extensional function can
be rewritten in a ‘standard form,” which guarantees that the SRT really defines a

minimal fixed point. This is the exact sense in which the SRT implies the FRT.
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The construction is due to Rogers [1987, §11-XIV]|. The original statement is
horribly complicated, and involves multiple layers of enumeration; there is a lot of
concurrency happening here, and we cannot do much better than keep the description
informal.

For the following, we assume that there is also a standard way to enumerate the
graph of a partial recursive function given its index. This may be done by dovetailing

simulations of
$2(0), ¢z(1),...

and emitting pairs (4, ¢, (7)) as soon as the ith simulation halts. We do not care about
the exact details, but we do care that the exact same construction is used throughout.

Thus, let there be a effective operation F' : PR — PR, and let f : N — N be
total and extensional, such that F'(¢;) = ¢ 7). We will define a total and extensional

hy : N — N, which is co-extensional with f, in the sense that

Vi € N @p@) = Onya)

This hy will be in ‘standard’ form. Moreover, we may effectively compute an index
for hy from an index for f.
We use Church’s Thesis to define hy so that, on input y, it outputs a program

that performs the following instructions:

h¢(y) =~ “On input z, run the following processes in parallel:

1. One process enumerates the graphs of all finite functions N — N,

encoded as numbers:
9():(2)7 017 627

This may be done in many ways, but it is necessary that we begin
with the empty function (in order to include the covert base case in

the strong induction of the following theorem).

2. There is a total recursive d : N — N which turns a graph of a finite
function into an index for that function (by writing code that simply
checks if the input is in the graph, outputting the relevant value if so,
and diverging otherwise). The second process receives the encoded

graphs of the finite functions above, and enumerates codes,
d(6y), d(0y), d(62), ...
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3. A third process receives messages from the second process, and ap-

plies f to those codes, outputting

f(d(6o)), f(d(0r)), -

with ¢4, = F(Dg4,)) = F(6:). We thus obtain codes for all the
applications of the effective operation F' on all the finite functions.

Beware: these functions ¢ F(d(6)) May now be infinite!

4. (This is the process where partiality enters the construction.) Enu-
merate, simultaneously, all the pairs in the graph of the function ¢,,
as well as the pairs in the graphs of D taby) = F(6;). This can be

done using the method postulated above.

5. As soon as we find some ¢ such that
F(0;)(z) ~t and 6; C ¢,

we halt and output that . This may be done by periodically check-
ing whether x is defined in the enumeration of some F(6;), and then
confirming that the entire graph of that 6; is contained in the enu-

meration of ¢,.”

Notice that, in this construction, the code for f may be abstracted away. Using
the s-m-n theorem, we can then effectively produce code for it from any index of f.
Trivially, hs is total. Furthermore, notice that we needed to enumerate the gbf( d(6:))>
for—in general—they will not be finite functions.

By the compactness of F', which follows from the theorem of Myhill and Shepherd-
son, we know that, F'(¢,)(x) ~ t if and only if F(6;)(x) ~ y for some finite 6, C ¢,
This construction will always find such a 0; if there exists one. Hence hy defines the
same functional as f.

Now, using the SRT on hy will produce a minimal fixed point:

Theorem 19. If ¢, = hy, then n(v) is a code for the least fized point of the effective
operation F : PR — PR defined by f: N — N.

Proof. We have that
Pn(v) = Do, (n(v)) = Phy(n(v)
so that n(v) behaves exactly as h¢(y) would if y were fixed to be its own code. That

is to say, we can read ¢, Wherever ¢, is occurs in the definition of Ay, and the check
ei g Qby
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becomes

which is to say that the program checks whether each finite function is a subset of its
own graph! By Lemma [4] this defines a fixed point for the functional F.

To prove that this fixed point is least, we proceed by strong induction on the
number of steps taken to enumerate the graph of ¢n(y. That is, we shall show that
if we begin enumerating ¢,,(,) using our standard enumeration procedure on the code
n(v), all the pairs produced will belong to the least fixed point, hence ¢,,,) C lfp(F),
whence ¢,y = Ip(F).

Begin enumerating ¢,,. This involves running the code n(v). One of the sub-
processes in that code involves enumerating ¢y, itself, using the same procedure as
we are. Since this is a sub-computation of our enumeration, it is always shorter in
length. Hence, by the inductive hypothesis, we assume that the enumeration in the

sub-computation produces the least fixed point. Hence, if the check

61’ - (bn(v)

succeeds, we know that

0; C ip(F)

By monotonicity, it follows that
F(0;) € F(lifp(F)) = lfp(F)

Hence, when the check F(6;)(x) ~ t succeeds and the pair (z,t) is output by the
enumeration, we know it belongs to the least fixed point. It follows that every pair

produced by the enumeration is in the least fixed point. O

2.3.2 Partial Recursive Functionals and the SRT

In contrast with effective operations, the situation is simpler in the case of oracle
computation: because partial recursive functionals are decidedly extensional in their
behaviour, the problems that arose in the preceding section vanish. There is no
‘inherent’ parallelism in computing such a functional, and the SRT immediately yields
least fixed points.

The following theorem was shown by Odifreddi| [1992, §I1.3.16], who wrongly at-
tributes it to Rogers{]

5Rogers instead sketched the proof to our Theorem |19} which strictly concerns effective operations.
g p y P
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Theorem 20 (Odifreddi). Let F' : P — P be a partial recursive functional, and
define

fle,z) = F(¢e)(x)

Then f s partial recursive. Moreover, there exists ¢ € N such that f = ¢,, and the
function h : N — N of Theorem @ produces a code h(q) such that ¢nq) = Hp(F).

Proof. As F' is a partial recursive functional, it is also an effective operation on the
partial recursive functions, by Theorem We define ¢ € N by Church’s thesis: on
input (e, x), process the code of e with the total extensional function associated to F
by Myhill-Shepherdson, and call the resulting code on .

Let g = ¢pn(g). We have that

9(x) = by (x) = f(h(q),x) = Fldng)(x) = F(g)(x)

for any x € N, so that g is a fixed point of F.
It remains to show minimality. The proof is by strong induction on the length
of computations of F(g) on its arguments. Suppose F(g)(z) ~ t. F is effectively

continuous, so there exists a finite § C ¢ such that
FO)(z) ~t
by compactness. Choose a minimal such #, and let

0={(x1,11),- s (Tn,yn) }

By construction, the x; are exactly the ‘questions’ with which a Turing machine that
computes F' would query the oracle, on input x.

By using Kleene’s SRT, we have replaced calls to the oracle by recursive calls
to another copy of itself. It follows that the computation of each F(g)(z;) ~ y; is
strictly shorter in length than the overall computation of F(g)(x) ~ y. Hence, by the
induction hypothesis, (x;,y;) € Ifp(F) for all i, and 6 C Ifp(F).

By monotonicity, F'(f) C lfp(F'), and since F(0)(z) ~ t, we have that (x,t) €
Ifp(F). Hence g C Ifp(F), and as ¢ is also a fixed point, equality holds. ]
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Chapter 3

1IPCF: An Intensional Programming
Languageﬂ

This chapter concerns the elaboration of the modality-as-intension interpretation that
we introduced in §1.4] Our starting point will be the Davies-Pfenning calculus for S4,
which is a typed A-calculus with modal types. The intuitive meaning of the modal
type LJA will be that of code, that—when evaluated—yields a value of type A. We
wish to use this calculus for intensional and reflective programming.

The Davies-Pfenning calculus already supports a notion of programs-as-data: to
each term M : A that uses only ‘code’ variables there corresponds a term box M : [JA
that stands for the term M considered as a datum. This is already considerably
stronger than ordinary higher-order functional programming with ‘functions as first-
class citizens,” as it also entails a kind of homoiconicity, similar to the one present in
dialects of LisP. But we want to go even further than that: in LISP, a program is able
to process code by treating it as mere symbols, thereby disregarding its observable
behaviour.

The true spirit of intensionality is the ability to support operations that are, ac-
cording to the extensional viewpoint, non-functional. This was not the case in the
work of Davies and Pfenning, who merely used their calculus for staged metapro-
gramming, which did not require non-functional operations. In this chapter we shall
mend this. We shall augment their calculus by adding intensional operations, and
intensional recursion. We shall call the resulting calculus Intensional PCF, after the
simply-typed A-calculus with (extensional) fixed points studied by Scott| [1993] and
Plotkin| [1977].

IThis chapter is based on the paper |Kavvos, [2017d|, which was presented at the 7th work-
shop on Intuitionistic Modal Logics and Applications (IMLA 2017). A preprint is available as
arXiv:1703.01288

44


https://arxiv.org/abs/1703.01288

There has been some previous work on adding intensional operations to the Davies-
Pfenning calculus. A complicated system based on nominal techniques that fleshed
out those ideas was presented by [Nanevski [2002]. The notions of intensional and
extensional equality implicit in this system were studied using logical relations by
Pfenning and Nanevski Nanevski and Pfenning| [2005|. However, none of these papers
studied whether the induced equational systems are consistent. We show that, no
matter the intensional mechanism at use, modalities enable consistent intensional
programming.

To our knowledge, this chapter presents (a) the first consistency proof for type-safe
intensional programming, and (b) the first type-safe attempt at reflective program-

ming.

3.1 Introducing Intensional PCF

Intensional PCF (iPCF) is a typed A-calculus with modal types. As discussed before,
the modal types work in our favour by separating intension from extension, so that
the latter does not leak into the former. Given the logical flavour of our observations
in we shall model the types of iPCF after the constructive modal logic 54, in
the dual-context style pioneered by Pfenning and Davies |Pfenning and Davies|, 2001,
Davies and Pfenning, 2001|. Let us seize this opportunity to remark that (a) there
are also other ways to capture S4, for which see the survey [Kavvos| 2016|, and that
(b) dual-context formulations are not by any means limited to S4: they began in the
context of intuitionistic linear logic, but have recently been shown to also encompass
other modal logics; see Kavvos| [2017b].

iPCF is not related to the language Mini-ML that is introduced by |Davies and
Pfenning [2001]: that is a call-by-value, ML-like language, with ordinary call-by-
value fixed points. In contrast, ours is a call-by-name language with a new kind
of fixed point, namely intensional fixed points. These fixed points will afford the
programmer the full power of intensional recursion. In logical terms they correspond
to throwing the Godel-Lob axiom (A — A) — A into S4. Modal logicians
might object to this, as, in conjunction with the T axiom [JA — A, it will make every
type inhabited. We remind them that a similar situation occurs in PCF, where the
Ys: (A — A) — A combinator allows one to write a term Y 4(Az:A. x) at every
type A. As in the study of PCF, we care less about the logic and more about the
underlying computation: it is the terms that matter, and the types are only there to

stop type errors from happening.
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The syntax and the typing rules of iPCF may be found in Figure [3.1} These are
largely the same as Pfenning and Davies’ S4, save the addition of some constants
(drawn from PCF), and a rule for intensional recursion. The introduction rule for the
modality restricts terms under a box (—) to those containing only modal variables,

i.e. variables carrying only intensions or code, but never ‘live values:’
A;-FM:A
A:;T'Fbox M : A

There is also a rule for intensional recursion:
A;z:OAFM: A
A;T'FfixzinM: A

This will be coupled with the reduction fix z in M — M|box (fix z in M)/z]. This
rule is actually just Lob’s rule with a modal context, and including it in the Hilbert
system of a (classical or intuitionistic) modal logic is equivalent to including the Gédel-
Lob axiom: see [Boolos [1994] and [Ursini [1979b]. We recommend the survey Litak
[2014] for a broad coverage of constructive modalities with a provability-like flavour.
Finally, let us record a fact noticed by Samson Abramsky, which is that erasing the
modality from the types appearing in either Lob’s rule or the Godel-Lob axiom yields
the typeof Y4 : (A — A) — A, as arule in the first case, or axiomatically internalised
as a constant in the second (both variants exist in the literature: see |Gunter| [1992]
and Mitchell| [1996].)

3.2 Metatheory

This section concerns the basic metatheoretic properties of iPCF. The expected struc-
tural rules are admissible. We also prove a theorem regarding the behaviour of free
variables, similar to the ones in [Kavvos, 2017b|, which demonstrates how the different

layers of intension and extension are separated by the type system.

3.2.1 Structural Theorems & Cut

iPCF satisfies the expected basic results: structural and cut rules are admissible.
This is no surprise given its origin in the well-behaved Davies-Pfenning calculus. We
assume the typical conventions for A-calculi: terms are identified up to a-equivalence,
for which we write =, and substitution [-/-] is defined in the ordinary, capture-avoiding

manner. Bear in mind that we consider occurrences of v in N to be bound in
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Figure 3.1: Syntax and Typing Rules for Intensional PCF

Ground Types G == Nat | Bool
Types A, B := G|A—B|OA
Terms M, N == x| z:A. M| MN |box M |let boxu < M in N |

n | true | false | succ | pred | zero? | D¢ | fix zin M

Contexts I'A === - |Tz:A
(b € {true,false})
A:TFn:Nat A:T'Fb: Bool
€ {succ, pred
A ;T F zero? : Nat — Bool A;Fl—f:Nat—>Nat(f { pred})

A;I'FDg:Bool - G—-G— G

(var) (Ovar)
AT,z AT Fx: A ANwAN TFu: A
AT x:A-M: B A;THFM:A—-B A;THEFN:A
-7 (=€)
A;THFAM:A M:A— B A;T'FMN:B
A;-FM:A A:;T'HFM:UOA AuwA;TEN:C
(Oz) £)
A;T'Fbox M : A A;TFletboxu<= Min N :C

A;z:OAFM:A
A;T'FHfixzin M:OA

(Ofix)
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let boxu <= M in N. Contexts I', A are lists of type assignments x : A. Further-
more, we shall assume that whenever we write a judgement like A ;' = M : A,
then A and ' are disjoint, in the sense that VARS(A) N VARs (I') = (), where
VARS (z1 : Ay, ..., 2, Ay) o {z1,...,2,}. We write I, T” for the concatenation of

disjoint contexts. Finally, we sometimes write = M : A whenever -; -+ M : A.

Theorem 21 (Structural & Cut). The following rules are admissible in iPCF:

1. (Weakening) 3. (Contraction)
ATNTVEM:A AT, oAy AT FM: A
AT,z AT'EM: A AT wA T F Mw,w/z,y]: A
2. (Exchange) 4. (Cut)
AT, x:Ay:B,TI"FM:C A;TEN:A AT,z ATVEM: A
AT, y:B,x:AT'+-M:C AT, T M[N/z|: A

Proof. All by induction on the typing derivation of M. Verified in the proof assistant
AGDA: see Appendix [A.2] O

Theorem 22 (Modal Structural & Cut). The following rules are admissible:

1. (Modal Weakening) 3. (Modal Contraction)
AN THM:C Az Ay AN THM:C
AN wAN THM:C Ajw: AN T - Mw,w/z,y]: C
2. (Modal Exchange) 4. (Modal Cut)
A x:Ay:B,AN:T+-M:C Ai-FN:A AwAAN;TFM:C
Ay:B,x: AN ;THM:C AN T M[N/u): C

Proof. All by induction on the typing derivation of M. Verified in the proof assistant
AGDA: see Appendix O

3.2.2 Free variables

In this section we prove a theorem regarding the occurrences of free variables in well-
typed terms of iPCF. It turns out that, if a variable occurs free under a box (—)
construct, then it has to be in the modal context. This is the property that enforces

that intensions can only depend on intensions.
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Definition 6 (Free variables).

1. The free variables ¥V (M) of a term M are defined by induction on the structure

of the term:
FV(MN) = rv (M)UFV (N)
FV (\z:A. M) = Fv (M) — {2}
FV (box M) = Fv (M)
FV (fix z in M) = rv (M) — {2}
FV (let box u < M in N) = pv (M) U (FV (N) — {u})

2. The unbozed free variables FVy (M) of a term are those that do not occur under
the scope of a box (—) or fix z in (=) construct. They are formally defined by

replacing the following clauses in the definition of Fv (—):

FVo (box M) = ()

FVo (fix z in M) <

3. The bozxed free variables FVs1 (M) of a term M are those that do occur under
the scope of a box (—) construct. They are formally defined by replacing the

following clauses in the definition of Fv (—):

def

FV>q (27) = @
FVsy (box M) = rv (M)
FVsy (fix zin M) = pv (M) — {2}

Theorem 23 (Free variables).
1. For every term M, ¥V (M) = FVy (M) UFVsy (M).
2. If and A;T'F M : A, then

FVo (M) C VARS (I') U VARS (A)
FVsy (M) C VARS (A)

Proof.

1. Trivial induction on M.
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2. By induction on the derivation of A;T'F M : A. We show the case for (OZ);

the first statement is trivial, so we show the second:

FVsi (box M)
= { definition }
FV (M)
= {3}
FVo (M)UFVs (M)
{IH, twice }
(VARS (A) U VARS (+)) U VARS (A)
= { definition }
VARS (A)

N

3.3 Consistency of Intensional Operations

In this section we shall prove that the modal types of iPCF enable us to consistently
add intensional operations on the modal types. These are non-functional operations
on terms which are not ordinarily definable because they violate equality. All we
have to do is assume them as constants at modal types, define their behaviour by
introducing a notion of reduction, and then prove that the compatible closure of this
notion of reduction is confluent. A known corollary of confluence is that the equational
theory induced by the reduction is consistent, i.e. does not equate all terms.

There is a caveat involving extension flowing into intension. That is: we need to
exclude from consideration terms where a variable bound by a A occurs under the
scope of a box (—) construct. These will never be well-typed, but—since we discuss

types and reduction orthogonally—we also need to explicitly exclude them here too.

3.3.1 Adding intensionality

Pfenning and Davies [2001] suggested that the O modality can be used to signify
intensionality. In fact, in |[Davies and Pfenning, 1996, 2001] they had prevented re-
ductions from happening under box (—) construct, “ [...| since this would violate its
intensional nature.” But the truth is that neither of these presentations included any

genuinely non-functional operations at modal types, and hence their only use was for
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homogeneous staged metaprogramming. Adding intensional, non-functional opera-
tions is a more difficult task. Intensional operations are dependent on descriptions
and intensions rather than values and extensions. Hence, unlike reduction and eval-
uation, they cannot be blind to substitution. This is something that quickly came
to light as soon as Nanevski [2002] attempted to extend the system of Davies and
Pfenning to allow ‘intensional code analysis’ using nominal techniques.

A similar task was also recently taken up by Gabbay and Nanevski [Gabbay and
Nanevski, 2013|, who attempted to add a construct is-app to the system of Davies

and Pfenning, along with the reduction rules

is-app (box PQ) — true
is-app (box M) — false if M is not of the form PQ

The function computed by is-app is truly intensional, as it depends solely on the
syntactic structure of its argument: it merely checks if it syntactically is an application
or not. As such, it can be considered a criterion of intensionality, albeit an extreme
one: its definability conclusively confirms the presence of computation up to syntax.

Gabbay and Nanevski tried to justify the inclusion of is-app by producing denota-
tional semantics for modal types in which the semantic domain [JA] directly involves
the actual closed terms of type [JA. However, something seems to have gone wrong
with substitution. In fact, we believe that their proof of soundness is wrong: it is not
hard to see that their semantics is not stable under the second of these two reductions:
take M to be u, and let the semantic environment map u to an application PQ), and
then notice that this leads to [true] = [false]. We can also see this in the fact that
their notion of reduction is not confluent. Here is the relevant counterexample: we

can reduce like this:
let box u <= box (PQ) in is-app (box u) — is-app (box PQ) — true
But we could have also reduced like that:
let box u <= box (PQ) in is-app (box u) — let box u <= box (P(Q) in false — false

This example is easy to find if one tries to plough through a proof of confluence: it is

very clearly not the case that M — N implies M[P/u] — N|[P/u] if u is under a

box (—), exactly because of the presence of intensional operations such as is-app.
Perhaps the following idea is more workable: let us limit intensional operations

to a chosen set of functions f : T(A) — T(B) from terms of type A to terms
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of type B, and then represent them in the language by a constant f , such that
f(box M) — box f(M). This set of functions would then be chosen so that they
satisfy some sanity conditions. Since we want to have a let construct that allows us
to substitute code for modal variables, the following general situation will occur: if
N — N’, we have

let box u <= box M in N — N[M /u]

but also
let box u <= box M in N — let box u <= box M in N' — N'[M /u]

Thus, in order to have confluence, we need N[M/u] — N'[M/u]. This will only
be the case for reductions of the form f(box M) — box f(M) if f(N[M/u]) =

f(N)[M/ul, i.e. if f is substitutive. But then a simple naturality argument gives
that f(N) = f(u[N/u]) = f(u)[N/u], and hence f is already definable by

Az : OA. let box u < x in box f(u)

so such a ‘substitutive’ function is not intensional after all.

In fact, the only truly intensional operations we can add to our calculus will be
those acting on closed terms. We will see that this circumvents the problems that
arise when intensionality interacts with substitution. Hence, we will limit intensional

operations to the following set:

Definition 7 (Intensional operations). Let 7 (A) be the set of (a-equivalence classes
of) closed terms such that - ;- = M : A. Then, the set of intensional operations,

F(A, B), is defined to be the set of all functions f : T(A) — T(B).

We will include all of these intensional operations f : T(A) — T(B) in our calculus,
as constants:
A:T+ f:04— 0B

with reduction rule f(box M) — box f(M), under the proviso that M is closed.
Of course, these also includes operations on terms that might not be computable.
However, we are interested in proving consistency of intensional operations in the
most general setting. The questions of which intensional operations are computable,

and which primitives can and should be used to express them, are both still open.
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Figure 3.2: Reduction for Intensional PCF

(Az:A. M)N — MIN/z] Ao M — Av:A. N (cong,)

M — N P—qQ

—(a —————(app
MP—>NP(pp1) MPHMQ< 2)

: (@s)
let box u <= box M in N — N[M/u]

— — (Ofix)
fix z in M — M [box (fix z in M)/z]

M closed
— (»int)
f(box M) — box f(M)

M — N

(let-cong;)
let boxu <<= M in P — let boxu < N in P

P—Q
let box u <= M in P — let box u <= M in Q)

(let-cong,)

(zero?y) (zero?y)

zero? 0 — true zero? n 4+ 1 — false

— —— (succ) — —— (pred)
succn —n+1 predn —n =1

(D1) (D2)
D¢ true M N — M D¢ false M N — N
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Figure 3.3: Equational Theory for Intensional PCF

Function Spaces

A:TFN:A AT, z:AT'-M: B

— f)
A;TF(A:AM)N = M[N/z]: B
Modality
A;-FM:A Au:A;TEN:C ©5)
AT Flet box uw <= box M in N = N[M/z]: C
A;z:OAFM: A _
(Ofix)

AT fix zin M = M[box (fix zin M)/z] : A

oFM:A feF(A B)

= (»int)
AT F f(box M) = box f(M) : OB

A THFM=N:LA A;THFP=Q:C
A;TFletboxu<«< Min P=letboxu< Nin(@:B

(Olet-cong)

Remark. In addition to the above, one should also include (a) rules that ensure
that equality is an equivalence relation, (b) congruence rules for A-abstraction and
application, and (c) rules corresponding to the behaviour of constants, as in Figure
3.2
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3.3.2 Reduction and Confluence

We introduce a notion of reduction for iPCF, which we present in Figure [3.2] Unlike
many studies of PCF-inspired languages, we do not consider a reduction strategy
but ordinary ‘non-deterministic’ S-reduction. We do so because are trying to show
consistency of the induced equational theory.

The equational theory induced by this notion of reduction is the one alluded to
in the previous section: it is a symmetric version of it, annotated with types. It can
be found in Figure [3.3] Note the fact that, like in the work of Davies and Pfenning,

we do not include the congruence rule for the modality:
A;-FM=N:A
A;T'Fbox M =box N :[A

(Ocong)

In fact, the very absence of this rule is what will allow modal types to become inten-
sional. Otherwise, the only new rules are intensional recursion, embodied by the rule
(Ofix), and intensional operations, exemplified by the rule (dint).

We note that it seems perfectly reasonable to think that we should allow reductions

under fix, i.e. admit the rule

M — N

fixzinM — fixzin N

as M and N are expected to be of type A, which need not be modal. However,
the reduction fix z in M — M|box (fix z in M)/z] ‘freezes’ M under an occurrence
of box (=), so that no further reductions can take place within it. Thus, the above
rule would violate the intensional nature of boxes. We were likewise compelled to
define Fvy (fix z in M) = () in the previous section: we should already consider M to
be intensional, or under a box.

We can now show that
Theorem 24. The reduction relation — is confluent.

We will use a variant of the proof in [Kavvos, 2017b|, i.e. the method of parallel
reduction. This kind of proof was originally discovered by Tait and Martin-Lof, and
is nicely documented in [Takahashi [1995]. Because of the intensional nature of our
box (—) constructs, ours will be more nuanced and fiddly than any in op. cit. The

method is this: we will introduce a second notion of reduction,

= CAxA
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which we will ‘sandwich’ between reduction proper and its transitive closure:
— C=C —"

We will then show that = has the diamond property. By the above inclusions, the
transitive closure =* of = is then equal to —*, and hence — is Church-Rosser.

In fact, we will follow | Takahashi [1995] in doing something better: we will define for
each term M its complete development, M*. The complete development is intuitively
defined by ‘unrolling’ all the redexes of M at once. We will then show that if M = N,
then N = M*. M* will then suffice to close the diamond:

7N

M*

The parallel reduction = is defined in Figure Instead of the axiom (refl) we
would more commonly have an axiom for variables, x+ = z, and M = M would
be derivable. However, we do not have a congruence rule neither for box (—) nor
for Lob’s rule, so that possibility would be precluded. We are thus forced to include
M = M, which slightly complicates the lemmas that follow.

The main lemma that usually underpins the confluence proof is this: if M = N
and P —= @, M[P/x] = N|[Q/z]|. However, this is intuitively wrong: no reductions
should happen under boxes, so this should only hold if we are substituting for a
variable not occurring under boxes. Hence, this lemma splits into three different

ones:

e P = (@ implies M[P/z] = M[Q/x], if = does not occur under boxes: this is

the price to pay for replacing the variable axiom with (refl).
e M = N implies M[P/u] = N[P/ul, even if u is under a box.

e If x does not occur under boxes, M =— N and P =— () indeed imply
M[P/z] = N[Q/x]

But let us proceed with the proof.

Lemma 5. If M = N then M[P/u] = N[P/u].

o6



Figure 3.4:

— (refl)
M=— M

M — N
A Ao M = \v:A. N
P= P
D¢ true P Q = P’

(cong,)

(D1)

Parallel Reduction

M= N P=qQ
(Az:A. M)P = N[Q/x]

(— B)
M= N P=qQ
MP = NQ

Q= Q
D¢ false P Q = @’

(app)

(D2)

M =— N

(@p)

let box u <= box P in M = N|[P/u]

M= M

(Ofix)

fix z in M = M'[box (fix z in M)/z]

M closed

M =— N

f(box M) = box f(M) (

Oint)

P=Q

(Olet-cong)

let box u <= M in P = let box u <= N in @)

Remark. In addition to the above, one should also include rules for the constants,

but these are merely restatements of the rules in Figure [3.2]
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Proof. By induction on the generation of M = N. Most cases trivially follow, or
consist of simple invocations of the IH. In the case of (— f), the known substitution

lemma suffices. Let us look at the cases involving boxes.

Caseg(dpB). Then M = N is let box v <= box R in S = S'[R/v] with S =
S’. By the IH, we have that S[P/u] = S'[P/u], so

let box v <= box R[P/u] in S[P/u] = S'[P/u][R[P/u] /]
and this last is a-equivalent to S'[R/v][P/u] by the substitution lemma.
CASE(Ofix). A similar application of the substitution lemma.
Casg(Oint). Then M = N is f(box Q) = box f(Q). Hence
(F(box @) [P/u] = f(box Q) = box f(Q) = (box f(Q)) [P/u]

simply because both @) and f(Q) are closed.

Lemma 6. If P = Q and x € FV>y (M), then M[P/z] = M|[Q/x].

Proof. By induction on the term M. The only non-trivial cases are those for M a
variable, box M’ or fix z in M’. In the first case, depending on which variable M is,
use either (refl), or the assumption P = . In the latter two, (box M')[P/x] =
box M’ = (box M")[Q/z] as x does not occur under a box, so use (refl), and similarly
for fix z in M. O

Lemma 7. If M = N, P = Q, and x € FV>; (M), then
M[P/z] = N[Q/7]

Proof. By induction on the generation of M = N. The cases for most congruence

rules and constants follow trivially, or from the IH. We prove the rest.

CASE(refl). Then M = N is actually M = M, so we use Lemma [f] to infer

Casg(Oint). Then M = N is actually f(box M) = box f(M). But M

and f(M) are closed, so (f(box M)) [P/x] = f(box M) = box f(M) =
(box f(M)) [Q/x].
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CASE(D;). Then M = N is D¢ true M N = M’ with M = M'. By the
IH, M[P/z] = M'[Q/x], so

D¢ true M[P/z] N[P/z] = M'[Q/x]
by a single use of (D). The case for false is similar.

CASE(— (). Then (A\2":A. M)N = N'[M'/2'], where M = M' and N =
N’. Then
(A\z":A. M)N)[P/x] = (M\2":A. M[P/z])(N[P/z])

But, by the IH, M[P/z] = M'[Q/x] and N[P/z] = N'[Q/z]. So by (— f)
we have

(Az":A. M[P/x])(N[P/z]) = M'[Q/x] [N'|Q/x] /']

But this last is a-equivalent to (M’'[N’/z']) [Q/x] by the substitution lemma.

CASE(OS). Then let box v’ <= box M in N = N'[M /u'] where N = N'. By
assumption, we have that x € Fv (M) and = ¢ Fvsy (N). Hence, we have by
the IH that N[P/x] = N'[Q/x], so by applying ((05) we get
(let box u’ <= box M in N)[P/x] = let box v’ <= box M[P/x] in N[P/z]
= let box u' <= box M in N[P/z]
— N'[Q/z][M/v]

But this last is a-equivalent to N'[M/«'|[Q/x], by the substitution lemma and

the fact that x does not occur in M.

Casg(Ofix). Then fix z in M = M'[box (fix z in M)/z], with M = M’. As
x & FVs (fix z in M), we have that ¢ FV (M), and by Lemmal9} = € Fv (M)
either, so

(fix z in M)[P/x] = fix zin M

and
M'[fix z in M/z][Q/x] = M'[Q/z][fix z in M[Q/x]/z] = M'[fix z in M/z]

Thus, a single use of (fix) suffices.

We now pull the following definition out of the hat:
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Definition 8 (Complete development). The complete development M* of a term M
is defined by the following clauses:

(let box u <= M in N)* = let box u <= M* in N*
= M*[box (fix z in M)/ 2]

% def
= x
cEe  (ce{f n,zero?,...})
Az AL MY = \a:A. M~
(
< boxM) < box f(M if M is closed
(Az:A. M) )*d:efM*[N*/x]
(D¢ true M N)*d:efM*
(D¢ false M N)* < N
(M N)*d:M
(box M)* = bo
(let box u < box M in N)* d:efN [M/u]
)
)*

H‘L

(fix zin M

We need the following two technical results as well.
Lemma 8. M — M~

Proof. By induction on the term M. Most cases follow immediately by (refl), or by
the IH and an application of the relevant rule. The case for box M follows by (refl),
the case for fix z in M follows by (fix), and the case for f(box M) by (Cint). O

Lemma 9 (BFV antimonotonicity). If M = N then FVsy (N) C FVsq (M).
Proof. By induction on M = N. [
And here is the main result:

Theorem 25. If M =—> P, then P —> M*.

Proof. By induction on the generation of M = P. The case of (refl) follows by

Lemma [§] and the cases of congruence rules follow from the IH. We show the rest.

CASE(— f). Then we have (Az:A. M)N = M'[N'/z|, with M = M’
and N = N’. By the IH, M’ = M* and N’ = N*. We have that
& & FVs1 (M), so by Lemma[9] we get that 2 & Fvs; (M’). Hence, by Lemmal[7]
we get M'[N'/x] = M*[N*/z] = ((Ax:A. M) N)".
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Casg(dp). Then we have

let box u < box M in N = N'[M/u]
where N = N’. By the IH, N’ = N*, so it follows that

N'[M/u] = N*[M/u] = (let box u < box M in N)*

by Lemma 5
CASE(Ofix). Then we have

fix z in M = M'[box (fix z in M)/z]
where M = M’. By the IH, M' = M*. Hence

M'[box (fix z in M)/z] = M*|box (fix z in M)/z] = (fix z in M)*

by Lemma 5

CASE(Oint). Similar.

As a result,

Corollary 2. The equational theory of iPCF (Figure is consistent.

3.4 Some important terms

Let us look at the kinds of terms we can write in iPCF.

From the axioms of S4 First, we can write a term corresponding to axiom K, the

normality aziom of modal logics:
axk = \f : (A — B). Az : OA. let box g <= f in let box y < x in box (g )

Then  axk : O(A — B) — (A — OB). An intensional reading of this is
the following: any function given as code can be transformed into an effective

operation that maps code of type A to code of type B.

The rest of the axioms correspond to evaluating and quoting. Axiom T takes

code to value, or intension to extension:
Fevaly € \z:OA. letboxy < ziny: 04— A

and axiom 4 quotes code into code-for-code:

- quote,, = Az : (JA. let box y <= x in box (box ) : JA — OOA
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Undefined The combination of eval and intensional fixed points leads to non-termination,
in a style reminiscent of the term (Az.xz)(Ax.zx) of the untyped A-calculus.
Let

Q4 = fix 2 in (evaly 2)
Then - Q4 : A, and
QA—) evalA (bOX QA) —" QA
The Godel-Léb axiom: intensional fixed points Since (Cfix) is Lob’s rule, we

expect to be able to write down a term corresponding to the Godel-Léb axiom

of provability logic. We can, and it is an intensional fixed-point combinator:
Y4 = Az : O(0A — A). let box f < x in box (fix z in f 2)
and Y, : O(OA — A) — OA. We observe that
Y a(box M) —* box (fix z in (M z))
Notice that, in this term, the modal variable f occurs free under a fix z in (=)

construct. This will prove important in §8, where this occurrence will be pro-
hibited.

Extensional Fixed Points Perhaps surprisingly, the ordinary PCF Y combinator
is also definable in the iPCF. Let
Y =fixzin \f: A— A. f(eval z f)
Then - Y, : (A — A) — A, so that
Yi—" Af:A— A f(eval (boxY4) f))
— AN A=A f(Yaf)

Notice that, in this term, the modal variable z occurs free under a A-abstraction.

This will prove important in where this occurrence will be prohibited.

3.5 Two intensional examples

No discussion of an intensional language with intensional recursion would be complete
without examples that use these two novel features. Our first example uses inten-
sionality, albeit in a functional way, and is drawn from the study of PCF and issues
related to sequential vs. parallel (but not concurrent) computation. Our second ex-
ample uses intensional recursion, so it is slightly more adventurous: it is a computer

virus.
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3.5.1 ‘Parallel or’ by dovetailing

In [Plotkin| 1977] Gordon Plotkin proved the following theorem: there is no term
por : Bool = Bool — Bool of PCF such that por true M — g true and por M true —g
true for any - M : Bool, whilst por false false —4 false. Intuitively, the problem is
that por has to first examine one of its two arguments, and this can be troublesome
if that argument is non-terminating. It follows that the parallel or function is not
definable in PCF. In order to regain the property of so-called full abstraction for the
Scott model of PCF, a constant denoting this function has to be manually added to
PCF, and endowed with the above rather clunky operational semantics. See [Plotkin,
1977, \Gunter, 1992, Mitchell, 1996, Streicher), 2006].

However, the parallel or function is a computable partial recursive functional [Stre-
icher, 2006, Longley and Normann| 2015|. The way to prove that is intuitively the
following: given two closed terms M, N : Bool, take turns in S-reducing each one for
a one step: this is called dovetailing. If at any point one of the two terms reduces to
true, then output true. But if at any point both reduce to false, then output false.

This procedure is not definable in PCF because a candidate term por does not
have access to a code for its argument, but can only inspect its value. However, in
iPCF we can use the modality to obtain access to code, and intensional operations
to implement reduction. Suppose we pick a reduction strategy — .. Then, let us
include a constant tick : (DBool — [IBool that implements one step of this reduction

strategy on closed terms:
M —, N, M, N closed

tick (box M) — box N
Also, let us include a constant done? : CIBool — Bool, which tells us if a closed term

under a box is a normal form:
M closed, normal M closed, not normal

done? (box M) — true done? (box M) — false
It is not hard to see that these two intensional operations can be subsumed under
our previous scheme for introducing intensional operations: our proof still applies,
yielding a consistent equational system.
The above argument is now implemented by the following term:
por := Y (Apor. Az : OBool. Ay : OBool.
Dgool (done? ) (lor (eval z)(eval y))

(DBool (done? y) (ror (eval x)(eval y))
(por (tick z)(tick v)))
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where lor,ror : Bool — Bool — Bool are terms defining the left-strict and right-
strict versions of the ‘or’ connective respectively. Notice that the type of this term is
[OBool — Bool — Bool: we require intensional access to the terms of boolean type

in order to define this function!

3.5.2 A computer virus

Abstract computer virology is the study of formalisms that model computer viruses.
There are many ways to formalise viruses. We will use the model of |Adleman|[1990],
where files can be interpreted either as data, or as functions. We introduce a data

type F' of files, and two constants
in:O0(F - F)—F and out: F—0O(F — F)

If F is a file, then out F' is that file interpreted as a program, and similarly for
in. We ask that out (in M) — M, making O(F — F) a retract of F[]| This
might seem the same as the situation where F' — [ is a retract of F', which yields
models of the (untyped) A-calculus, and is not trivial to construct |Barendregt|, 1984,
§5.4]. However, in our case it is not nearly as worrying: O(F — F') is populated
by programs and codes, not by actual functions. Under this interpretation, the pair
(in, out) corresponds to a kind of Gédel numbering—especially if F' is N.

Now, in Adleman’s model, a virus is a given by its infected form, which either
injures, infects, or imitates other programs. The details are unimportant in the
present discussion, save from the fact that the virus needs to have access to code that
it can use to infect other executables. One can hence construct such a virus from its

infection routine, by using Kleene’s SRT. Let us model it by a term
Finfect : O(F - F) > F - F

which accepts a piece of viral code and an executable file, and it returns either the

file itself, or a version infected with the viral code. We can then define a term
- virus = fix z in (infect 2) : F — F

so that

virus. —* infect (box virus)

which is a program that is ready to infect its input with its own code.

2 Actually, in and we will see it is very easy to construct examples for the apparently
more natural situation where in : O(OF — F) — F, out : F — (OF — F), and out (in M) —
evalp_,p M. Nevertheless, our setup is slightly more well-adapted to virology.

64



3.6 Open Questions

We have achieved the desideratum of an intensional programming language, with
intensional recursion. There are two main questions that result from this development.

Firstly, does there exist a good set of intensional primitives from which all others
are definable? Is there perhaps more than one such set, hence providing us with a
choice of programming primitives?

Secondly, what is the exact kind of programming power that we have unleashed?
Does it lead to interesting programs that we have not been able to write before?
We have outlined some speculative applications for intensional recursion in §2.1.4] Is
iPCF a useful tool when it comes to attacking these?

We discuss some more aspects of iPCF in the concluding chapter (§9.2)).
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Chapter 4

Categories and Intensionalitym

We turn now to the discussion of the categorical modelling of intensionality.

We have discussed the importance of intensionality for Computer Science in §I.1]
One might therefore ask why the concept has not led to many exciting developments.
Abramsky| [2014] suggests that it may simply be that the extensional paradigm is
already sufficiently challenging:

“...] while Computer Science embraces wider notions of processes than
computability theory, it has tended to refrain from studying intensional
computation, despite its apparent expressive potential. This reluctance is
probably linked to the fact that it has proved difficult enough to achieve
software reliability even while remaining within the confines of the ex-
tensional paradigm. Nevertheless, it seems reasonable to suppose that
understanding and harnessing intensional methods offers a challenge for

computer science which it must eventually address.”

But we believe that there is also a deeper reason: once we step outside extensionality,
there are no rules: one might even say that ‘anything goes:’ this is what Abramsky
means by the phrase “loose baggy monster” (quoted at the start of . A natural
reaction to this state of affairs is to turn to category theory in an attempt to find
some structure that can put things into perspective, or simply provide a language for
studying the interplay between the extensional and the intensional.

Surprisingly, very little has been said about intensionality in the categorical do-
main. |[Lawvere [1969, 2006] observes that there are categories which are not well-
pointed, hence—in some sense—‘intensional.” But if we only allow for slightly more

generality, this intensionality vanishes: there is only one notion of equality.

LA preliminary form of the results in this chapter was first published as [Kavvos, 2017a], which
is available at Springer: https://dx.doi.org/10.1007/978-3-662-54458-7_32
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We shall take the hint regarding the relationship between modal logic and inten-
sionality from our discussion in We already know that there is a deep connection
between logic, type theory, and category theory, namely the Curry-Howard-Lambek
correspondence. This makes it likely that attempting to transport the reading of
modality-as-intension to the realm of category theory could lay the foundation for a
basic theory of intensionality. We hence revisit the appropriate categorical semantics
of type theories in the spirit of S4, which was introduced by Bierman and de Paiva
[2000]. We find that it is not appropriate for our purposes, and we argue to that
effect in §4.1]

Taking all of these points into account, one can only surmise that there has to be
a radical shift in our perspective: we need to step outside classical 1-category theory.
Fortunately, this necessary groundwork has been laid by Cubri¢ et al. [1998] and their
discovery of P-category theory. We introduce P-category theory in §4.1.2] and discuss
its use in modelling intensionality.

All that remains is to introduce a new concept that ties intensionality and exten-
sionality together under the same roof. This is the notion of an ezposure, which we
introduce and study in §4.2]

4.1 Categories are not intensional

At the outset, things look promising: let there be a category C with a terminal object
1. Arrows of type z : 1 — C are called points of the object C'. An arrow f:C — A
introduces a map

r:1—-C +> fox:1—A

from points of C' to points of A. In this setting, Lawvere| [1969, [2006] observes that
we may have two distinct arrows f,¢g : C' — A that induce the same map, i.e. such
that

Vr:1— A fox=goux

all whilst f # ¢g. In this case, we say that the category C does not have enough points,
or is not well-pointed.

Nevertheless, lack of enough points is not enough to have ‘intensionality,” and the
discussion in [Awodey, 2010, §2.3] provides the necessary intuition. Up to now, we
have focused on points z : 1 — C'. These can be construed as ‘tests’, in the sense that
we can look at each fox and infer some information about the arrow f: C' — A, e.g.

its value at some ‘argument’ x : 1 — C. However, we can conceive of more involved
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test objects T', and significantly more comprehensive ‘tests’ of type x : T'— C which
we can call generalised points. Arrows f : C' — A are completely distinguishable
if given arbitrary generalised points. The argument is dumbfoundingly trivial: the
most thorough ‘test object’ is C itself, and for that one there’s the generalised point
1de : C' — C with the unfortunate property that f oidec = f # g = g oidc.

We can therefore draw the conclusion that categories cannot model intensionality:
there cannot be two distinct arrows f and g that are indistinguishable within the
category. Of course, we can always quotient C by some compatible equivalence relation
~ to obtain C/ ~. Then the intensional universe would be C, and its extensional
version would be C/ ~. But that would entail that we are no longer operating within

a single mathematical universe, i.e. a single category!

4.1.1 Intension, Modality, and Categories

We thus return to the modality-as-intention interpretation of to look for the an-
swer. From a categorical perspective, all is well with the intuitions we have developed
there and in save the punchline: the categorical semantics of the S4 box modality,
due to Bierman and de Paiva [2000] and [Kobayashi [1997], specifies that

O:C—¢C

is part of a monoidal comonad ([, €, ) on a cartesian closed category C. Let us define

some of these notions for the sake of completeness.

Definition 9. A comonad (Q,€,6) consists of an endofunctor
Q:C—C
and two natural transformations,
e:Q=1de, 6:0Q=Q*

such that the following diagrams commute:

QA 4 Q?A LN
‘”*l 5QA % \ l
QQA QA QA ——

68



In the cartesian case, monoidality requires the provision of morphisms

map:QAX QB — Q(Ax B)
mo:1— Q1

natural in each pair of objects A, B € C, which must also make certain diagrams
commute. We will be particularly interested in the case where the functor is strong
monoidal, i.e. myp and my are natural isomorphisms. It has been shown in the
technical report [Kavvos, |2017¢c| that this is the same as a product-preserving functor.

The transformations § : Q = Q? and € : Q = Id¢ are monoidal if the following

diagrams commute:

QAx QB 2% Ax B

AN

QA x QB 227°% 024 « )*B 1

P [N
mas QQAXQB) ™o Q1

lQmA,B \Q(mO)
Q(Ax B) —— Q*(Ax B) Q1 5 » Q%1

Please refer to [Mac Lane, 1978, §XI1.2] or [Mellies| [2009} §5] for more details, and the
missing commuting diagrams.

Now, as [ : C — C is a functor, it will unfortunately trivially satisfy
f=9 = UOf=0y

and will hence necessarily validate the congruence rule for the modality:
A;-FM=N:A
A;T'Fbox M =box N : A

(Ocong)

This does not conform to the ‘no reductions under box (—)’ restriction, and hence
disrupts the intensional nature of the modal types in iPCF.

As if this were not enough, we will now present another argument that provides the
last straw for the monoidal comonad interpretation. Intuitively, if [JA is to represent
code of type A, then there should be many more points 1 — [JA than points 1 — A:

there is more than one expression corresponding to the same value in any interesting
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logical system. Under a very mild assumption, this desideratum fails. To show that,
suppose we have a monoidal comonad (0, ¢, §). Furthermore, suppose the components
of 6 : Q = Q? satisfy the following definition:

Definition 10. The component 64 : OA — (024 is reasonable quoting device at A

just if the following diagram commutes:

1 —2 5 [0A

W

1 T DQA

This equation may be type-theoretically expressed in iPCF as the following equation
for any F M : CJA:

- let box u <= M in box (box u) = box M : OOA

Then,

Proposition 1. If each component §4 : A — O%A of a monoidal comonad (O, €, §)

1 a reasonable quoting device, then there is a natural isomorphism
Proof. We can define maps

in:C(1,A) — C(1,0A4)
x +— Oz o myg
out:C(1,0A4) — C(1,A)

a+—€eqoa
and then calculate:
out(in(z)) =eqoldromg=x0€e0my=2x
where the last equality is because 1 is a terminal object. Similarly,
in (out(a)) =0(ea0a)omy=0ego0aomy=0eqo0dp0a=a

where we have only used our ‘reasonable’ condition, and one of the comonad laws.

Naturality of the isomorphism follows by functoriality of [J and naturality of e. [
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Hence, in these circumstances, there are no more codes than values!
This definition of a reasonable quoting device is slightly mysterious. In fact,

it follows from the commutation of the following more general diagram, for each
f:QA— QB:
0A —L 0B

aAl LSB

2 2
QA—>Qf Q°B

Indeed, given a : 1 — QA, consider a o my' : Q1 — QA. Commutation of the
diagram them yields

Saoaomy’ =Q(aomg!)ody
Taking the mg to the other side, we have
Sa0a=QaoQmy’od;omy=QaoQmy" oQmgyomy= Qaomg

by the monoidality of 4. In turn, commutation of this diagram for any f : A — B

corresponds to the comonad being tdempotent.

Theorem 26 (Idempotence). Given a comonad (Q,€,9), the following are equivalent:
1. 6 : Q = Q? is an isomorphism.
2. §oeg: Q? = Q7 is the identity natural transformation.
3. Forall f:QA— @B, Qfody=0dgof.

If any one of these holds, we say that (Q,€,d) is idempotent.

Proof. We prove (2) = (3) = (1) = (2).

CASE(2 = 3). We have

Qf oda

= {by (2)}
dpoegpo@Qfody

= {naturality of €}
dpofoegaoda

= {comonad equation }

dpo f
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CASE(3 = 1). We already know that €g o § = Id from the comonad equations,

so it remains to prove that ¢ o €¢ is the identity natural transformation on Q).

6A o GQA
= {by (3)}
Qeqa ©dga
= {comonad equation }
idQA
Hence 67! = €.

CASE(1 = 2). We have

da0€Qa

= {by (1)}
(5AOEQAO(SAO(521

= {comonad equation }
Sa00,"

= {diso}

ideg o

O

The behaviour of code will often be idempotent in the above sense: once something
is quoted code, it is in the realm of syntax, and more layers of quoting do not change
its quality as sense. Thus, the above argument delivers a fatal blow to the monoidal

comonad approach.

4.1.2 PERs and P-categories

The way out of this seeming impasse is to step outside 1-category theory. We shall
use the notion of P-category, which was introduced by (Cubri¢ et al. [1998] precisely
so the authors could deal with a form of intensionality[]

P-category theory is essentially category theory up to a partial equivalence relation.

2For the record, the gist of ICubric' et al., |1998] is that the Yoneda embedding on the categorical
term model of typed A-calculus is a key ingredient in normalisation by evaluation—with the proviso
that terms are not strictly identified up to 81 equality!
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Definition 11. A partial equivalence relation (PER) is a symmetric and transitive

relation.

Partial equivalence relations were introduced to Theoretical Computer Science
by Turing in an unpublished manuscript, and brought to the study of semantics by
Girard| [1972] and Scott| [1975]. Broadly speaking, we can view an equivalence relation
on a set as a notion of equality for that set. However, partial equivalence relations
might not be reflexive. Elements that are not related to themselves can be understood
as not being well-defined. We can, for example, define a PER ~ between sequences
of rationals as follows: {z;} ~ {y;} just if both sequences are Cauchy and converge

to the same real number. Sequences that are not Cauchy cannot be real numbers.

Definition 12. A P-set is a pair A = (|A|,~4) consisting of a set |A| and a PER

~ 4 O A.

We will formally distinguish between elements x € |A| of the P-set A, and points
x € A of A: for the latter we will also require that x ~,4 x, i.e. that they be
well-defined. Given a P-set A, its domain dom(A) is the set of its points.

The notion of operation will be instrumental in the development of our theory. An
operation is a transformation between the elements of P-sets that is not functional,
in that it need not respect the PERs on P-sets.

Definition 13 (Operation). Given two P-sets A = (|A|,~4) and B = (|B|,~p), an
operation, written

f:A--+B
is a function f : |A| — | B| such that = ~4 x implies f(z) ~p f(x).

[.e. an operation takes elements to elements, but when given a point (well-defined

element) also returns a point. Some operations are more well-behaved:

Definition 14. An operation f : A --+ B is a P-function, written
f:A—>B

just if © ~4 y implies f(x) ~p f(y).

We will later see that P-sets and P-functions form a cartesian closed P-category
(Theorem [27). The main ingredients needed for that theorem are the subject of the

first three of the following examples.

Example 1.
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1. The P-set 1 is defined to be ({*}, {(x,*)}).

2. Given P-sets A = (|A|,~4) and B = (|B|,~p), we define the P-set A x B by
|A x B| < |A| x |B| and (a,b) ~axp (a',b) just if a ~4 @’ and b ~p b/,

3. Given P-sets A = (|A|,~4) and B = (|B|,~p), the P-functions f : A — B
form a P-set B4 = (|B%|,~pa) as follows: |B| Z{f|f:A--»B}, and

f ~pa gjustif a~y4 d implies f(a) ~p g(a).

4. Given P-sets A = (|A|,~4) and B = (|B|,~p), the P-operations f : A --» B
form a P-set A> B = (|BA| ,~a>p) with the same underlying set ‘BA , but

with f ~4 5 g just if f =g.

In the definition of the P-set of P-functions, it is evident that all operations f :
A --» B are present as elements in |[B4|. However, they are only in dom(B*)
if they are P-functions. This pattern of ‘junk’ being present amongst elements is
characteristic when it comes to PERs, and it is the reason we need the notion of points.
A P-point of the P-set A would be a P-function x : 1 — A, which is determined by
the point z(x) € dom(A). We will systematically confuse a P-point z : 1 — A with
the point z(x) € dom(A).

We can finally define what it means to be a
Definition 15 (P-category). A P-category (€, ~) consists of:
e a set of objects 0b(€);
e for any two objects A, B € 0b(€), a P-set €(A, B) = (|€(A, B)|, ~e¢(4,5));
e for each object A € 0b(€), a point idy € €(A, A);
e for any three objects A, B, C' € 0b(€), a P-function
capc €A B)x&€B,C)— ¢AC)
for which we write g o f & casc(f,9),

such that, for any point f € €(A, B) we have

foidg ~ean f
idg o f ~ga,B) f

and for any f € €(A, B), g € €(B,C) and h € €(C, D), we have
ho(go f) ~eup) (hog)o f
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In a P-category we have an ordinary set of objects, but only a P-set of morphisms.
We will say that f is an arrow of € with domain A and codomain B, and write
f A — B, only whenever f is a well-defined morphism, i.e. f € dom(€(A, B)).

Furthermore, we will variously refer to P-categories by Fraktur letters %6, ¢, ...
without mentioning the family of relations {~¢(4,5)}4,Bce. Sometimes we might use
the same sets of morphisms |€(A, B)|, but with a different PER; we will then indicate
which PER we are using, by writing e.g. (€, ~) or (€,=). When the types of two
morphisms f and g are evident, we will write f ~ g without further ado.

We can think of the morphisms as intensional, and of the PER on them as describ-
ing extensional equality. That composition is a P-function encodes the requirement
that composition respects extensional equality: if f ~ f"and g ~ ¢/, then gof ~ ¢'of’.

As is expected, P-categories come with associated notions of functor and natural

transformation.

Definition 16 (P-functor). Let €, D be P-categories. A P-functor F': € — ® from
¢ to ® consists of a map assigning an object F'X € ® for each object X € €, and a
family of P-functions,

Fap:€A B)— D(FA, FB)

for each pair of objects A, B € €, such that
F(ids) ~ idpa
F(go f)~FgoFf
for all pairs of arrows f: A — Band g: B — C.

Definition 17 (P-natural transformation). Let F,G : € — © be P-functors. A
P-natural transformation 6 : F = G consists of an arrow 64 : FA — GA in ® for
each A € €, such that for each f: A — B we have

OpoFf~Gfoby

Finally, the definitions of finite products and exponentials carry over smoothly.
The various components of the definitions are required to be unique with respect to

their universal property, but only up to the PERs.

Definition 18 (Terminal object). Let € be a P-category. An object 1 € € is terminal

just if for every C € € there is an arrow
!C C =1
such that !¢ ~ !, and for every arrow h : C' — 1 we have h ~ .
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Definition 19 (Binary Product). Let € be a P-category, and let A, B € €. The
object A x B € € is a product of A and B if there are arrows

AL AXB™ B
and for any object C' € €, there is a P-function
(-,): €(C,A) x €(C,B) — €(C,A x B)
such that for every f: C — A and g : C' — B we have
mo(f,g) ~ f
mo(f,9) ~g
and, for any h: C'— A x B, we have (m o h,m3 0 h) ~ h.
Of course, the usual calculational rules of products still hold, e.g.
(frg)oh~(foh,goh)
(f xg)o{hk)~(fohgok)
and so on.

Definition 20. A cartesian P-category is a P-category that has a terminal object

and binary products.

Definition 21 (Exponential). Let € be a cartesian P-category, and let A, B € €.

The object B4 € € is an exponential of A and B just if there is an arrow
evap:BAxA— B
such that, for each C' € €, there is a P-function
Ao(=): €(C x A, B) — ¢(C, BY)
such that, for any h: C x A — B and k : C — B4,
evap o (Ac(h) X ida) ~ h
Ao (evapo(k xida)) ~k

Definition 22 (P-ccc). A cartesian closed P-category, or P-cce, is a P-category that

has a terminal object, binary products, and an exponential for each pair of objects.

Theorem 27 (Cubric et al|[1998]). The P-category PSet of P-sets and P-functions

18 a P-ccc.

We warn the reader that we might be lax with the prefix “P-” in the rest of this thesis,

as the overwhelming majority of it will solely concern P-categories.
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4.2 Exposures

In this section we introduce a new P-categorical notion, that of an exposure. The aim
of exposures is to P-categorically capture the modality-as-intension interpretation.
An exposure is almost a functor: it is a map of objects and arrows of a P-category
into another, and it preserves identities and composition. It is not a functor because
it does not preserve the PERs on the hom-sets of the source P-category. Instead, it
reflects them. In that sense, it may expose the structure of a particular arrow by
uncovering its inner workings, irrespective of the extensional equality represented by
the PER. The inner workings are then represented as a well-defined arrow of some,

possibly the same, P-category.
Definition 23. An exposure @ : (B, ~) 3 (€, ~) consists of
(i) a map assigning to each object A € B an object QA € €, and
(ii) for each A, B € €, an operation
Qap:B(A B) - €(QA,QB)
for which we simply write ) f when the source and target of f are known
such that
(i) Q(ida) ~ idga;
(ii)) Q(go f) ~QgoQf, for any arrows f: A— B and g: B — C, and
(iii) Qa p reflects PERs: if Qf ~ Qg then f ~ g.

Like functors, exposures compose: it suffices to use reflection of PERs twice. There
is a close relationship between functors and exposures. In fact, if exposures were

functors, they would be faithful functors.

Lemma 10. A (P-)functor Q : (B, ~) — (€, ~) is an exposure if and only if it is
(P-)faithful.

Proof. It Q : (B, ~) — (€, ~) is also an exposure, then the morphism map Qa5 :
B(A, B) - €(QA,QB) is a P-function which also reflects PERs, hence @ is a (P-

)faithful (P-)functor. The converse is similar. O
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Thus, the identity functor is an exposure Idg : (B, ~) ¢+ (B, ~). This lemma also
enables us to compose an exposure @ : (B,~) & (€,~) with a faithful functor in
either direction: if F': (2, ~) — (B, ~) is faithful then we can define the exposure
QoF: (A ~)% (€ ~) by

(Qo F)(A) = Q(FA)
(QoF)ap: A, B) --» CQ(FA), Q(FB))
(QoF)ap = f Qan(Fas(f))

and similarly for pre-composition.
The notion of natural transformations also naturally carries over to the setting of

exposures:

Definition 24. A natural transformation of exposures t : F % G between two
exposures F,G : B 9 € consists of an arrow t4 : FA — GA of € for each object
A € B, such that, for every arrow f: A — B of B, the following diagram commutes
up to ~:

FA -1, FB

u] 1o

Nevertheless, we must not be cavalier when adopting practices from 1-category theory.
For example, we cannot arbitrarily compose natural transformations of exposures with
other exposures. Let t : F % G be a natural transformation between two exposures
F.G:B % ¢ If R:2A% B is an exposure, then we can define

(tR)A d:eftRA : FRA — GRA

These components form a natural transformation tz : FR % GR. The defining

diagram

FRA 2% FRB

tRAl ltRB

commutes, as it is the naturality square of ¢ : F' © G at R f: RA — RB. But if we
instead have a P-functor L : € — ©, we can define

Lt:LF & LG
(Lt)a = L(t4) : LFA — LGA
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We must have that L be a P-functor for this to be natural: the diagram we want is

commutative only if
L(tg)o LEf ~ L(tg o F'f) ~ L(Gf ota) ~ LG f o L(ta)

Whereas the first and last step would hold if L were merely an exposure, the middle
step requires that we can reason equationally ‘under L,” which can only happen if L

preserves the PERs.

4.2.1 Intensional Equality

As exposures give a handle on the internal structure of arrows, they can be used to
define intensional equality: if the images of two arrows under the same exposure @)
are extensionally equal, then the arrows have the same implementation, so they are
intensionally equal. This is an exact interpretation of the slogan of |Abramsky| [2014]:

intensions become extensions.

Definition 25 (Intensional Equality). Let @ : (¥8,~) & (€, ~) be an exposure. Two
arrows f,g: A — B of B are intensionally equal (up to @), written

just if Qf ~ Qg.

We often drop the source and target superscripts, and merely write f ~¢ g. The fact

that exposures reflect PERs guarantees that
Lemma 11. Intensional equality implies extensional equality.
Proof. f~gg:A— Bis Qf ~ (g, which implies f ~ g. O]

In some cases the converse is true, but not for general arrows A — B: we often need
some restrictions on A, perhaps that it is an intensional context i.e. of the form

H?Zl QA;, or that it is simply a point. In that case, we use the following deﬁnition.rf]

Definition 26. Let Q : (B, ~) % (&€, ~) be an exposure.

3Not to be confused with Voevodsky’s univalence axiom. When examining this thesis, Martin
Hyland strongly recommended that the name be changed. This will most likely happen before
subsequent publications.
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1. Let A be a class of objects of B. An object U € B is A-univalent (up to Q)

just if extensional equality implies intensional equality for arrows with domain
in A and codomain U, i.e. for every f,g: A — U with A € A,

f~g9g = [froy

2. If 9B has a terminal object 1, and U is {1}-univalent, we say that U is point-

univalent.

Intensional equality is a PER, as we have defined it through () and extensional
equality, which is a PER itself. Replacing ~ with ~( yields another P-category,

which is possibly ‘more intensional’ than (B, ~).

Definition 27. Given an exposure @ : (%8, ~) & (€, ~), we define the z-ray category
of (B, ~) up to Q by replacing the hom-P-sets with

(IB(A, B)|, ~5")
We denote the x-ray category by (B,~q).

To show that this is a valid definition, we have to check that composition respects

intensional equality, and that the necessary axioms hold. If f ~¢g k and g ~¢ h, then
Qgof)~QgoQf ~QhoQk~Q(hok)
because exposures preserve composition; hence o is indeed a well-defined P-function
o (B,=q)(A, B) x (B,=q)(B,C) = (B,=q)(4,C)

Similarly, the PER =~ hereditarily satisfies associativity of composition, and—as @

preserves identities—also satisfies the identity laws.

4.2.2 Cartesian and Product-Preserving Exposures

Bare exposures offer no promises or guarantees regarding intensional equality. For
example, it is not a given that m o (f, g) ~¢ f. However, from a certain viewpoint
one may argue there is no grand intensional content in projecting a component: it
is merely a structural operation and not much more. Requiring this of an exposure
strengthens the notion of intensional equality, and further reinforces the point that

exposures offer a stratified and modular view of equality.
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Definition 28. Let 28 be a cartesian P-category, and let () : 28 & € be an exposure.
We say that Q) is cartesian just if for any arrows f: C — A, g : C — B, h: C —
Ax B,and k: D — 1 we have

However, this is not enough to formally regain standard equations like (f, g) o h ~q
(f oh,goh). This is because we cannot be certain that the pairing function (-, -)
preserves the intensional equality ~¢g. We need something quite a bit stronger, which

is to ask for full extensional preservation of products.

Definition 29. A cartesian exposure @ : 8 3 € of a cartesian P-category B in a

cartesian P-category € is product-preserving whenever the canonical arrows

(Qmy,Qm) : Q(A x B) = QA x QB
lo1: Q1 = 1

are (P-)isomorphisms. We write map: QA X QB — Q(A x B) and mg : 1 — Q1 for

their inverses.

In essence, the isomorphism Q(A x B) = QAxQB says that code for pairs is a pair
of codes, and vice versa. Amongst the exposures, the product-preserving are the only
ones that interact harmoniously with the product structure. In fact, preservation of
products forces the pairing function to preserve intensional quality, thus regaining all
the standard equations pertaining to products up to ~g. To show all that, we first

need the following proposition.

Proposition 2. In the above setting, the following diagram commutes up to ~:

ocC (Qf,.Qq)

Q) lmA’B

i.e. mapo(Qf,Qg) ~Q(f,g) for f:C — Aandg:C — B.
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Proof. We compute

<Q7T17 Qﬂ-2> © Q<f7 g>
~ {naturality }

(@m0 Q(f,9), @m0 Q(f, 9))

~ {@Q is an exposure }

<Q(7T1 °© <f7 g>)7Q(7TQ o <f7 g>)>

~ {@Q is a cartesian exposure }

(Qf,Qg)
and hence ma 5 0 (Qf, Qg) = (Qm1, Qma) "1 0 (QFf. Qg) ~ Q(f, g). 0

One can easily easy to compute that the m4 p’s satisfy a naturality property, similar

to the one for strong monoidal categories. That is,

Proposition 3. In the above setting, the following diagram commutes up to ~:

QC x QD **% 0A x QOB

mQDl lmAB

Q(C X D) 5= Q(A X B)

ie. mapo(Qf X Qg) ~Q(f xg)omep for f:C —Aandg: D — B.

Proof. Simple calculation as above, using the inverses of both m4 g and m¢ p, as well
as the fact that @) : B 3~ € is cartesian. n

In monoidal 1-category theory this would simply be a natural isomorphism between
the functors Q(— x —) and Q(—) x Q(—). However, the product functor — x — is
not necessarily an exposure: we may have f x g ~ h X k, yet it may be that f £ h
or g % k. However, if the category is connected (all hom-P-sets are nonempty), then
the projections are epic, and hence — x — is faithful. By Lemma [I0] this would then
allow us to compose it with ) to make an exposure. But since this is not the case in
general, we do not. However, the requisite naturality property follows from the fact
the m’s are the inverses of canonical arrows, so we are not seriously hampered.

We can also show that the following relationship holds between the projection

arrows and their ‘exposed’ version, given product-preservation:
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Proposition 4. In the above setting, let

W?’B TI';’B
A+—— AxXxB—B

and
£QAQB 7QAQB

QA a QAX QB —— (B
be product diagrams in B and € respectively. Then

A,B QAQB

Proof. m;om}," B =m0 (Qmy, Q) ~ Qm; ]

The product-preserving structure of () : B ¢ € then suffices to guarantee that taking
the mediating morphism (f, g) preserves not just extensional equality in f and g, as
it does by the definition of products in P-categories, but also intensional equality.

Hence, (-,-) also induces products in the x-ray category (B, ~g).
Proposition 5. If Q) : B & € is a product-preserving exposure, then the function
(-,) :B(C,A) x B(C,B) = B(C,A x B)
preserves intensional equality ~q, and is thus a function
() £ (B, m0) (C, A) x (B,2)(C, B) — (B,~)(C, A x B)
Proof. If f =g h:C = Aand g~g k:C — B, then

Q(f,9)
{ Proposition 2] }

mo(Qf,Qg)

~ { assumptions }

m o (Qh, Qk)
~ { Proposition[2] }

Q(h, k)

and hence (f, g) ~¢ (h, k). O
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Note that in the above proof we used the ‘monoidality” m4 g to ‘shift’ the exposure
@ exactly where we want it to be to use the assumptions f ~¢g h and g ~¢ k.

This result also implies that the standard equations for products hold up to %Qﬁ
Lemma 12.

1. If Q : B % € is a product-preserving exposure, then

(f,9)0h=q(foh,goh)

forf:C— A, g:C—B,andh:D — C.
2. If Q is a product-preserving exposure, then

(f xg)o(h k) =q (fohgok)

forf:C—A,9g:D—-B,h:E—C,k:F—D.

4.2.3 Comonadic Exposures

We can now revisit the failed categorical approach to modality-as-intension that
we discussed in §4.1.1] It turns out that all the categorical equipment used for
strong monoidal (= product-preserving) comonads have direct analogues in expo-
sures. Throughout the rest of this section we fix a product-preserving endoexposure
Q:B 8.

If we have an interpreter that maps code to values at each type, then we can
present it as a (well-behaved) natural transformation from our selected exposure to

the identity exposure.

Definition 30. An evaluator is a transformation of exposures,
€:Q % ldy

such that the following diagrams commute up to ~:

QAx QB 2K Ax B

AN

QAxB) —> AxB QL —— 1

€AXB

4In fact, even if we exclude (m; o h, 72 0 h) ~g h from the definition of a cartesian exposure, we
can then regain it through product-preservation: in this sense, product-preservation is a strong ex-
tensionality principle that even implies the ‘n-rule’ for the x-ray category. One might even entertain
the idea that they can show the ‘B-rule’ m o (f, g) ~¢ f simply by the existence of the isomorphism
ma,B, and without explicitly assuming @) to be cartesian, thus ostensibly reducing cartesian expo-
sures to product-preserving ones. But the derivation of this requires Q1 o m ~ 71, which seems to
only follow if the exposure is cartesian, making the apparently simple argument circular.
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How about quoting, then? Given a point a : 1 — A, we define its quote to be the
point
Qaomg:1— QA

The fact that € : Q P Idgs lets us then calculate that
€qoQaomgy~aoeromyn~a

So, post-composing a component of an evaluator to a quoted point yields back the
point itself! The naturality is there to guarantee that the evaluator is defined ‘in
the same way’ at all objects. The two diagrams that are required to commute as
part of the definition would—in the context of monoidal functors—ensure that € is
a monoidal natural transformation. In the setting of exposures they are not only
necessary in the final step of the above calculation, but they also ensure that the

evaluators are compatible with productsﬂ

Definition 31. A quoter is a transformation of exposures,
5:Q% Q?

for which the following diagrams commute up to ~:

QA x QB 22°% 024 x Q*B 1

Pow |
ma.p QQA X QB) ™o Q1

lQmA 5 wo
Q(Ax B) — QA x B) Q1 5 » Q%1

If we post-compose a component of a quoter to a quoted point, we get
04 0 Qaomg ~Q2a0510m0 NQQQOQmoomo ~ Q(Qa o mg) omyg

So a quoter maps a quoted point to its doubly quoted version. In this instance, the
diagram that would correspond to the transformation being monoidal is crucial in
obtaining this pattern.

All of these ingredients then combine to form a comonadic exposure.

5Nevertheless, notice that—since we are in a cartesian setting and 1 is a terminal object—the
second diagram commutes automatically.
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Definition 32. A comonadic exposure (Q,¢€,d) consists of an endoexposure
Q:(B,~) % (B,~),

along with an evaluator € : ) R lds, and a quoter o : () R @Q?, such that the following

diagrams commute up to ~:

QA 4, Q?A QA —4 5 Q24

A Jfan o] de l

QA P4 QA

Comonadic exposures are the analogue of product-preserving (= strong monoidal)
comonads in the categorical semantics of S4. They will prove instrumental in our
analysis of intensional recursion (§6]), and in the semantics of iPCF (§7] §J).

4.2.4 Idempotent Comonadic Exposures

If the components of § : @) & (Q? are isomorphisms, we shall call the comonadic
exposure (Q, €,0) idempotent.

As we discussed before, if one is to take the interpretation of () as ‘code’ seriously,
then there are clearly two ‘regions’ of data: that of static code, always found under
an occurrence of ), and that of dynamic data. Intuitively, the notion of ‘code of code
of A namely Q(QA), should be the same as ‘code of A.” If something is code, it
is already intensional in a maximal sense: it can certainly be taken ‘one level up’
(Q(QA)), but that should not amount to very much.

We have seen that exposures are a very weak setting in calculational terms, as
they do not preserve equality. It is for this reason that we are forced to externally
impose equations, such as those for cartesian products in §6.2.2l However, we will
shortly see that the idempotence of a comonadic exposure is a particularly powerful
tool that immediately allows us to infer a lot about equality, especially intensional.

It follows, as in §4.1.1] that following diagram commutes for each f: QA — QB:

0A —L 0B
% l&B
Q*A —— Q*B

The proof is the same as before: nowhere in Theorem [26| did we use the ‘forbidden
principle’

f=9 =Qf=Qyg
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Furthermore, the argument we produced just before that theorem also still holds:
each component of § : ) R (Q)? is a ‘reasonable quoting device,” in the sense that the
diagram

1 —— QA

o e

Ql —5— Q*A

commutes: the only time we used the ‘forbidden principle,” namely the demonstration

that Qmg o Q(my') ~ idgy, can be ‘simulated’ with idempotence as follows: we have
QMmoo Q(mgt)ody ~dyomgomy’ ~dy 0 idgr ~ Q(idg1) 0 01

by using idempotence twice, so that cancelling the iso dgq then yields the result. We
will later see that this is due to a more general theorem.

So, even if this diagram commutes, where does the ‘degeneracy’ argument (Propo-
sition (1)) break down? The key lies precisely in the fact that ) does not respect the
PERs, and hence in : €(1, A) --» €(1,QA) is now only an operation, not a P-function.

Hence, there is no natural isomorphism €(1,—) = €(1,Q—).

Let us, however, take a closer look: the function in is defined by
r:1—=A +— Qfomy:1—QA

That is, the only occurrence of f is under (), and the rest is simply pre-composition
with mg. If f ~q f', ie. if Qf ~ Qf’, then we have that in(f) ~ in(f’). Hence, in

changes ~¢ to ~, so it is actually more than an operation: it is a map
in: (€, ~0)(1,4) = (€ ~)(1,QA)

Similarly, out is defined by
a:1—- QA > ero0a:1—A

If a ~a, then §40a ~ dy0d, so Qaomy~ Qa omgy. Cancelling the isomorphism
mo gives us a ~¢g a'. Thus, if we have a reasonable quoting device at A, QA is
point-univalent. For the time being, notice that this means that out takes ~ to ~,
i.e. it is a map

out: (€,~)(1,QA) — (€, ~q)(1, A)

If we combine these facts with the previous calculations and naturality of (), we obtain

a natural isomorphism
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Proposition 6. (€, ~)(1,—) = (€, ~)(1,Q—)

That is: the intensional structure of the points, now visible in the x-ray category
(€,~(), is represented by the points 1 — QA under extensional equality.
In the rest of this section let us fix a product-preserving idempotent comonadic

exposure (Q,€,6) on B.

Equal Intensional Transformations are Intensionally Equal

A central result is the generalisation of the argument we used to define out, and it
is the following. Think of arrows f : QA — QB as intensional operations: these
transform code of type A to code of type B. It therefore should transpire that, if
f~g:QA— QB, then f and g represent the same code transformation, and in fact
should be intensionally equal. If ) is idempotent, then this is exactly what happens.

Theorem 28. For any f,g: QA — QB,

f~g9g = frqg

Proof. We have
Qfoda~dpof~dpogr~Qgodas

Pre-composing with the inverse of 04 yields Qf ~ (g, and hence f =g g. O

Idempotence also implies another crucial piece of information regarding the product-
preserving isomorphism my g : QA x QB 5 Q(A x B). Even though we know my
is an isomorphism up to ~, we ostensibly do not have any information on its be-
haviour up to ~¢: the hom-operations of ) do not preserve the PERs. However, in

the idempotent setting it always iso, even up to ~.

Lemma 13. my 5 : QA X QB = Q(A x B) is an isomorphism up to =g, i.e. it is

an isomorphism in the x-ray category (B, ~q).
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Proof. Calculate that
Q@m o Q(Qm, Qmz) 0 6
~ {Proposition [2]}

Qmomo (Q*m, Q*m) 0
~ {naturality of product bracket, § natural }

Qmomo (50 Qm,50 Q)
~ {product equation }

Qmomo (§ x d) o (Qmy, Qmra)
~ {6 monoidal }

domo (Qm, Qms)
~ {m™* = (Qm, Qma) }
)

Since ¢ is an isomorphism, we can cancel it on both sides to yield mom™ =~ id. The
calculation is similar in the opposite direction, and relies on post-composing with the

isomorphism m o (6 x §), and then cancelling it. O
The same trick with m o (§ x ¢) also shows that Proposition 4| holds intensionally.
Lemma 14. Q7" o maB ~qQ T AR
These lemmas show that
Corollary 3. For any f,g: [[;_, QA = [[}-, @B;,

f~9 = [raqy

Proof. Pre-and-post-compose with the appropriate isomorphisms m™ (see §7.1)), use
Theorem , and then use Lemma [13]to cancel the m(™’s. O

Some more lemmas

In this section we prove some more lemmas that hold in the idempotent case. Firstly,

we can show that the comonadic diagrams commute intensionally.

Lemma 15. The comonadic diagrams

QA —2 5 Q24 QA -2 QAT

N

2 3 2
A @A oA el
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commute up to ~gq.

Proof. Simple calculations that mainly follow by pre-composing §4 and then can-

celling it. For example,
Q*€40Q04004 ~ Q*10004004~840Qes0ds ~ s
by the equations and the naturality of J, which gives that Qes 0 d4 ~¢ tdga. O
Moreover, we have that
Lemma 16. €4 : QA — A is epic up to ~q.

Proof. If foey =g goes: QA — B, then Qf o Qes ~ Qg o Qey. Pre-composing d4
yields f =g g. [

The following lemma is also quite useful.

Lemma 17 (Quotation-Evaluation). For any f: QB — QA, the following diagram

commutes up to ~:
QB —2 @°B

fl le

QA G- @A

Proof. We may calculate

QeaoQf odp~ Qegoda0 f~ f
by idempotence and the comonadic equations. O
This has a simple corollary when it comes to quoted points:
Corollary 4. If (Q, 9, €) is a product-preserving idempotent comonadic exposure, then

Q(eaoa)omg~a
foranya:1— QA.
Proof. We may calculate
QeoQaomyg~Qeodspoa~a

by ¢ being reasonable and () comonadic. n
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Coalgebras, Idempotence, and Univalence

Recall the definition of point-univalent objects (Definition : U is point-univalent if
x~y:1—= Uimpliesx ~¢g y: 1 — U. Intuitively, U is point-univalent if extensional
and intensional equality coincide for its points, i.e. if none of them contain intensional
information. Now, the objects QA are supposed to contain intensions/codes corre-

sponding to the ‘elements’ of A. It is no surprise then that we can prove that
Lemma 18. QA is point-univalent.

Proof. Suppose x ~y:1 — QA. Then xoe; ~yoe; : Q1 — QA. Invoking Theorem
yields z o €1 =g y o €1. If only we establish that e¢; o mg ~¢ idy, then it would
suffice to pre-compose my. But () is product-preserving, hence cartesian, with the
result that

€1 OMy %Q !1 %Q Zd]_

In fact, this is a special case of a more general
Theorem 29. Let Q= {QA| A€ B}. Then QA is Q-univalent.

This is just another way to state Theorem [28]

We would like to prove a kind of converse to this theorem, viz. that, with idem-
potence, every Q-univalent object A is closely related to QA. Unfortunately, there
is no systematic way to obtain an arrow A — QA from the Q-univalence of A. But
if we assume the existence of such an arrow—with appropriate equations—then it is

easy to show that it is an isomorphism. This arrow is, of course, an old friend:
Definition 33. A @Q-coalgebra is an arrow

a:A— QA
such that the following diagrams commute up to ~:

A—25 QA A—"— QA

m leA al laA

A QA T QZA
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In the modality-as-intension interpretation a ()-coalgebra has an intuitive mean-
ing: the equation €4 o a ~ ud states that a can ‘quote’ the elements of A, producing
an element of QA which—when evaluated—takes us back to where we started. The
second equation merely states that « cooperates well with the quoter § : @) R Q>

Thus, a Q-coalgebra exists when we can internally quote the elements of an object.

Lemma 19. If A is Q-univalent, then a QQ-coalgebra o : A — QA is an isomorphism,
with inverse €4 : QA — A.

Proof. This is the classic proof that given idempotence all coalgebras are isomor-
phisms. However, a crucial step of that proof would rely on () preserving equality; in
this case, this is where Q-univalence steps in.

We calculate that

dao(aoeq) ~Q(aoey)ods~QuoQeso0dy ~ Qo

by idempotence and the comonadic equations. If we post-compose QYe4 to both sides

of this equation, we obtain
aoes~QeqgoQa~ Qeq o)

So, if we show that €40 =g id4, then we would obtain cvoey ~ idga. As we already

1

know that oo €4 ~ idga, we would conclude that o™ ~ €4. Since €4 0o av ~ idy4, we

obtain e o o€y ~ey: QA — A. But A is Q-univalent, so
€EAO OO EY %Q €A
But €4 is epic up to ~¢ (Lemma [16]), s0 €4 0 av = id 4. O

So, when is A univalent? Suppose that €4 o a ~¢g idy, i.e. quoting and then
evaluating returns the same intensional construction with which one began. Then it

must be that A has no real intensional structure, and conversely.

Lemma 20. Let a: A — QA be a Q-coalgebra. Then A is Q-univalent if and only

’ifGA o %Q ZdA

Proof. The ‘only if’ part was shown in the preceding proof. As for the ‘if’ part, let

f~g:QB— A Thenaof ~aog: QB — QA. By Theorem [29|/28] avo f ~g avog.
Post-composing with €4 and using the assumption gives f ~¢ g. n

To sum, we can combine these facts to show the following
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Theorem 30. If there is a Q-coalgebra o : A — QA such that €4 o a =¢ ida, then

oA QA is an isomorphism.

There is a partial converse, which is that

Theorem 31. If ) is idempotent and there is an isomorphism « : A = QA such
that 04 0o ~ Qo v, then o : A = QA is a Q-coalgebra, with €4 0o o =g id 4.

Proof. We compute that

a~Qegodpoan~QeygoQao

by the comonadic equations and the assumption. Cancelling a yields €4 o o = id,

and hence « is a ()-coalgebra. O
Thus, either of the following data suffice to make A Q-univalent:
1. an isomorphism A 5 QA with the second -coalgebra equation; or

2. a Q-coalgebra with the first equation holding intensionally.

4.2.5 Weakly Cartesian Closed Exposures

We close this section with a notion of cartesian closure for exposures. Unlike the
situation with products, the relevant notion that will allow calculations under the
exposure will be weak. We pick the weak notion because our motivating example
of an exposure (see is a weakly cartesian closed one. Whereas there is a good
argument for an exposure to distribute over products—i.e. products do not contain
any true intensional nature, they are simply pairs—exposures truly reveal the internal
structure of morphisms: it makes sense that 1 does not hold, cf. the age-old discussion

of the ordinary A-theory A and the extensional theory A\8n in e.g. Barendregt, [1984].

Definition 34. A product-preserving exposure ) : B8 — € from a P-ccc B to a

cartesian P-category € is weakly cartesian closed just if

evo (A(f) xid) =q f
forall f:Cx X =Y.

These work as expected. For example, if for f: A — B we let
rfﬂd:efA<1><A”-%ALB)
as before, then
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Lemma 21. For anya:C — A,
evo ("fl a)~g foa
Proof. All the necessary equations hold intensionally:

evo ("f7a) mgevo (Tf xid)o (idc,a) g fomo (ide,a) =g foa
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Chapter 5

Three Examples of EXposuresm

Having introduced the basics of P-categories and exposures in the previous chapter, we
now seek to prove that they are indeed useful abstractions in the study of intensional
phenomena. Towards this goal, we shall present three examples of a P-category and
an endoexposure on it.

In we will construct a P-category based on a first-order classical theory. In the
particular case of Peano Arithmetic (PA), it will become apparent that a well-behaved
Godel numbering comprises an endoexposure.

Following that, in we turn to realizability theory in order to obtain a handle on
intensionality in settings related to higher-order computability theory. The example
of a comonadic exposure constructed therein is particularly well-behaved, and is the
motivating example for the entire development of this thesis.

The third example is, we hope, somehow unfamiliar. Prompted by |Abramsky
[2014], a natural question arises: is the phenomenon of intensionality only relevant
to logic and computation? We are prepared to entertain the idea that it may be a
more general mathematical pattern, which has hitherto been either a nuisance or—
more often—invisible, and whose categorical formulation will enable us to recognise
it in more settings. In §5.3] we present a simple example of intensionality found in

homological algebra, and submit it to the reader for further discussion.

5.1 Exposures as Godel Numbering

Our first example of an exposure substantiates the claim that exposures can be con-

sidered as abstract analogues of Gédel numberings.

LA preliminary form of the results in this chapter was first published as [Kavvos, 2017a], which
is available at Springer: https://dx.doi.org/10.1007/978-3-662-54458-7_32
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Following [Lawvere| [1969, 2006|, we will construct a P-category from a first-order
theory T. Then, we will sketch the proof that any sufficiently well-behaved Goédel
numbering defines an exposure over this theory. We omit the details, leaving them

as a (probably rather complicated) exercise in coding.

5.1.1 The Lindenbaum P-category

The construction in this section is called the Lindenbaum P-category of a first-order
theory T, and it is simpler than what one might imagine: we begin with three basic

objects,

1, the terminal object
2, the object of truth values

A, the universe

The objects of the category will be the formal products of these three objects; we

write ' for a generic product Ay, ..., A, of these objects. The arrows of type
'—2
will be construed as formulas, with free variables in I'. Similarly, the arrows

r—- A

will be construed as terms, once again with free variables in I'. In this light, a formula

¢(z,y, z) in three free variables will be an arrow
O(r,y,z) : AXAXA—A

with the three copies of A in the domain representing each free variable in a fixed
order—and similarly for terms.

However, this idea will be complicated by the presence of 2 in the domain. This
will represent a Boolean hole that may be filled by a formula. For example, consider
the expression

o(x, P) = Vy. 3z. (f(z,y) =2 A P)

is a formula with one free variable x, and one Boolean hole P, for which a formula

can be substituted. Hence, it will be an arrow

¢(x,P): Ax2—2
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This is a generalisation that Lawvere introduced, and of which we shall be making
use. The interesting thing about it is that the Boolean connectives now appear as
arrows, e.g. A:2x2 — 2 and —: 2 — 2. Of course, arrows ' — A with 2 occurring
in I' do not make particularly good sense: how could one have a Boolean hole in a
term?

Finally, we have the cases of 1 and products appearing in the codomain. In
the first case, there will be a unique arrow !r : I' — 1. In the case of a product
A B, X -+ x B,, arrows f : T' — A will be freely generated by brackets, i.e. they
will be

<f1,...,fn>if—>A

where f; : I' = B;. Almost everything in sight will act component-wise on these.
We shall say that

fr~g: T —2 justif THf<+g

That is, two arrows that are predicates are extensionally equal if and only if they can
be proven equivalent in the theory. The details are slightly more complicated than
in most presentations of first-order logic, since we also have to treat Boolean holes.
Similarly, two terms are extensionally equal if they can be proven equal in the theory,
ie.

t~s:I'—= A justif THt=s

On brackets, ~ acts component-wise.
It is not hard to see that we obtain the following theorem, which—excluding the

P-categorical twist—is essentially due to Lawvere.

Theorem 32. The above construction is a cartesian P-category, called the Linden-
baum P-category £ind(T) of the first-order theory T.

5.1.2 Numbering as Exposure

Let us now concentrate on the case of Peano Arithmetic, which we denote by PA. A
Godel numbering |[Boolos, (1994, Smullyan) (1992] is obtained when one assigns to each
formula ¢(7") and each term t(7’) a Gédel number, denoted by

I—(ﬁ(?)—l, I‘t(?)—l

respectively. In the case of a first-order theory of arithmetic, the Gédel number of a

term or formula is supposed to represent the term or formula within the theory.
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The notion of representation-within-the-theory is exactly what exposures are meant

to capture. Hence, we need to define the action of an exposure,
Q : Lind(PA) & Lind(PA)

on the Lindenbaum P-category of PA. This is where we need that the Godel numbering
be well-behaved. Let us suppose that we have a formula ¢(z,y) : A x A — A in two
free variables. We would like to map this to a formula Q¢(z,y), also in two free

variables, that respects substitution. Let us presume that we have functions

subggn (T, 21, . ., 2n)

suby (2,21, ..., 2n)

that are definable in PA by a term (denoted by the same name), and moreover that
these functions define substitution for the Gddel numbering, in the sense that, for

example, if given—say—two closed terms t, s, we have
PA SUbwff,2 <r¢(x7 y)—l7 ,_t—l7 rS_l) - r(b(t? 8>—|

We require more than most presentations of Godel numberings. In particular, we

require that these behave well under substitution, e.g. we require that the terms
subwira ("¢(2, )7, subn(THZ) W), subea("s(Z)7, W)

and

Suz}wﬁ,n<l—¢ (t(7)7 8(7))—|7 ﬁ)

be provably equal in PA. We can then define

ng(l‘, y) d:d SUbwff,2<l—¢($a y)—lv x, y)

Finally, in the case of a sentence ¥ : 1 — 2, i.e. a closed formula, we shall define
Qv : 1 — A to simply be the (numeral of the) Godel number, i.e.

Qu &y

This certainly respects substitution! We have elided the concept of Boolean holes,
but we believe that to be a not so difficult exercise. Identities are a little stranger;

the identity at A is the term that is a single free variable, i.e.

def

dy=2:A— A
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and this is mapped to sub, ("2, x) : A — A, which somehow needs to be provably
equal to x itself. This is a also strange requirement for a Godel numbering, but we
are mostly willing to believe that it is a feasible desideratum. A similar situation

occurs when we examine the arrow

<Q7T17 Q7T2> = <SUbt,2(,_x_|7 x, y)7 SUbt,2(|—y—l7 x, Z/)>

For the exposure () to be product-preserving, we would like this to be an isomorphism,
or—even better—the identity. And it would indeed be, if we could prove that, in

general,

PA F sub ("2, 7) =z

More rigorously, we define

Q(By x -+ X By,

and, of course, Q(f1,..., fn) = (Qf1,...,Qfn)-

To complete the construction, we have to check the last axiom of exposures,

namely reflection of PERs. For that we need that
PA I suby,("o(T)7, 7)) = subyn("(T)7, 7))

implies

PAF ¢ < ¢
By substituting the Godel numbers of variables 7 in the antecedent, we obtain that
PA - Tp(Y)" = To(Y)
and so it suffices for the Gédel numbering to be injective, in the sense that
(Y ="w(Y) = oY) =v(Y)
viz. that equality of G6del numbers implies syntactic equality. In conclusion,

Theorem 33. If all of the above desiderata on Godel numberings are feasiable, then

the construction is a product-preserving endoexposure,
Q : Lind(PA) & Lind(PA)
on the Lindenbaum P-category of PA.
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5.2 Exposures in Realizability

In this section we study our central example of an exposure, which hails from realiz-
ability theory.

The basic objects in realizability are assemblies, i.e. sets of which every element
is associated with a set of realizers. The elements of the set can be thought of as the
elements of an abstract datatype, whereas the set of realizers of each element contains
its multiple machine-level representations. For example, realizers can range over the
natural numbers; then taking functions between assemblies which can be ‘tracked’” on
the level of realizers by partial recursive functions yields a category where ‘everything
is computable.’

In practice, the generalisation from natural numbers to an arbitrary partial com-
binatory algebra (PCA) is made. A PCA is an untyped ‘universe’ corresponding to
some notion of computability or realizability. There are easy tricks with which one
may encode various common first-order datatypes (such as booleans, integers, etc.) in
a PCAE] Moreover, it is easy to show that, up to a simple representation of integers,
one may represent all partial recursive functions in a PCA. Before proceeding with
the construction, we recap in the basics of PCAs. For the interested reader let
us mention that detailed discussions may be found in |[Beeson, |1985] Longley}, 1995,
Longley and Simpson) 1997, van Oosten, 2008, Longley and Normann| 2015].

Once a PCA—and hence a notion of computability—is fixed, defining a P-category
Asm(A) is reasonably straightforward: objects are assemblies, and morphisms are
functions which are ‘computable’ on the level of realizers. The arrows are pairs (f, )
where f is a function on the underlying set of each assembly, and r is an element of
the PCA that tracks the function f. Two arrows are related if and only if they define
the same function on the underlying sets. Finally, to define an endoexposure all we
need to do is display the effect of each tracking element r on the realizers. It then
transpires that this exposure is a product-preserving idempotent comonadic exposure
on Asm(A).

5.2.1 Partial Combinatory Algebras

The definition of a PCA is deceptively simple:

2Most of these tricks have their origins in untyped A-calculus, and are hence found in [Barendregt
[1984].
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Definition 35. A partial combinatory algebra (PCA) (A,-) consists of a carrier set
A and a partial binary operation - : A x A — A such that there exist K, S € A with
the properties that

for all z,y, z € A.

The paradigmatic example comes from ordinary computability theory, as presented
by e.g. (Cutland| [1980], Odifreddi| [1992], Rogers| [1987]. It is not very difficult to use
the s-m-n theorem to cook up indices that behave like S and K, to the effect that

Theorem 34 (Kleene’s First Model). The applicative structure K1 = (N, - ), where

rT-Yy= ¢x(y)
1s a partial combinatory algebra.

Combinatory Completeness

Even though the definition of a PCA is remarkably simple, there is more to it than
meets the eye. The structure of S and K suffice to obtain a property known as
combinatory completeness: every syntactic function on the PCA formed by variables,
applications and constants can be ‘internalised’ as an element of the PCA. This
results originates from combinatory logic, and is well-known in the study of untyped
A-calculus—see Barendregt) [1984].

Once combinatory completeness is obtained, standard tricks from untyped M-
calculus can be used to represent first-order data, but also greatly simplify calcu-
lations. Nevertheless, let us remind the reader that not all the common rules of the
untyped A-calculus hold in a PCA, so caution is advised. The particular presentation

in this section is due to Longley| [1995].

Definition 36. Let V' be an infinite set of variables. The set £(A) of terms or formal
expressions over a PCA (A, -) is defined as the least set that satisfies the following

conditions:
se&(A) te&(A)
ACE(A), VCEA),
(s-t) € £(A)
Conventionally, we will use e, s, ¢, u, v, ... as metavariables ranging over £(A), and

we will write s[t/x] for the formal expression obtained by substituting ¢ € £(A) for

every occurrence of the variable z in the formal expression s € £(A).
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A formal expression is closed if it contains no variables. Write FV (e) for the set
of free variables of expression e € £(A). Also, write e | (“e denotes”), where e is a
closed formal expression, to mean that that, if the formal expression is interpreted as
an actual algebraic expression in the standard way, composition throughout is defined
and it denotes an element. This implies that all subexpressions also denote: if s-¢ |,
then s | and ¢t |. Otherwise, we write e 1 to mean that partiality kicks in, and the
expression does not denote an element in the PCA.

We also notationally distinguish two equalities: the strict equality, s = t, where
both s | and ¢ | and they denote the same element; and the Kleene equality, s ~ ¢,
which holds when s and ¢ are both undefined, or both defined and denote the same
element.

Finally, the above notions are straightforwardly extended to open terms, by sub-
stituting for all variables: let the variables of s,t € £(A) be amongst x1, ..., x,; then,

for example

el just if Vaq,...,a, € A. e[d/Z

%

!

s~t just if Vaq,...,a, € A. s[a/Z] ~ t[a/7]

for the obvious generalisation to simultaneous substitution. We can now A-abstract:

Theorem 35 (Combinatory Completeness). Let (A,-) be a PCA. For any e € E(A),
there exists a formal expression N*z.e € E(A), where FV (A\*z.e) = FV (e) — {z}, such
that

Nz.el

and
(Nx.e)a ~ ela/x]

for all a € A.

Proof. Define

M.z =S K-K
Nt ZK -t ifte AUV andt #x
Nz.os-t =S (Nz.s)- (\x.t)

Then A z.e | by the definedness conditions for S and K. The rest follows by induction.
O

102



Let us be pedantic and reiterate the warnings: Kleene equality is not respected
by the A\*x operation on terms, and the obvious (-rules do not hold—observe that
the operand above has to be a constant! Longley carefully develops correct -rules

for this language of terms in [Longley} 1995, §1.1.2].

Some common encodings
We will need the following combinators:

I = SKK
B = M f A g Nz f(gx)

It is easy to define selection and pairs. Let

true = \ab.a
false < \*ab.b
if < Naoyz.oyz
pair = N zyz.zzy
fst = \*p.p(true)
snd = \*p.p(false)

We always have if x y |, and pair x y |. Furthermore, the following equalities hold:

fst (pairz y) = x

snd (pair z y) =y
iftruey z=1y

if false y z = 2

Encoding numbers is not more difficult, and—Ilike |Longley, |1995] and |Longley and
Simpson, 1997]—we use a trick due to Curry. Let

0=1I

n + 1 = pair false @

Then we may let succ = \*z. pair false z, so that succ @ = n + 1. To check if a number

. . def
is zero, use iszero = fst so that

iszero 0 = I (true) = true
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whereas

iszero n + 1 = fst (pair false ) = false

Finally, we can define the predecessor function by

pred = \*z. if (iszero ) 0 (snd )

5.2.2 Assemblies and Modest Sets

Definition 37. An assembly X on A consists of a set |X| and for each z € |X| a

non-empty subset ||z C A. If a € ||z||y, we say that a realizes x.

Definition 38. For two assemblies X and Y, a function f : |X| — |Y] is said to be
tracked by r € A just if, for all z € | X| and a € ||z||, we have

r-al and 7r-a€|f(2)y

Definition 39. An assembly X on A is a modest set just if no element of A realizes

two elements of | X|. That is,
vzr = a0l =0

It is not hard to see that for each PCA A we can define a category Asm(A), with
objects all assemblies X on A, and morphisms f : X — Y being functions f : | X| —
|Y'| that are tracked by some r € A. In fact,

Theorem 36. Assemblies and trackable morphisms between them form a category

Asm(A) that is cartesian closed, has coproducts, as well as a natural numbers object.

It is not clear who originated the—admittedly very intuitive—definition of Asm(A),
and who first proved the above theorem. The identification of assemblies as the ——-
separated objects of the effective topos can be found in the work of Hyland| [1982].
Longo and Moggi [1991] refer to Asm(A) as the category of w-sets, and so does | Jacobs
[1999]. For more details, see |Longleyl, [1995] or [Longley and Simpson, [1997].

A special subcategory of assemblies is of particular interest:

Theorem 37. The full subcategory of Asm(A) consisting only of objects which are
modest sets, which we denote by Mod(A), inherits the cartesian closed, coproduct,

and natural number object structure from the category of assemblies.

The category of modest sets—or its equivalent presentation in terms of PERs on the
PCA A—seems to have originated in unpublished work by Turing, and later used by
Gandy| [1956, 1959|: see [Hyland, 2016]. In semantics, PERs were used independently
by |Scott, [1976] and |Girard| [1972]. Accessible presentations may be found in Mitchell
[1996] or Crole [1993].
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5.2.3 Passing to a P-category

The lack of intensionality in the category Asm(A) is blatant: to elevate a function
f:]1X]| = |Y| to a morphism f : X — Y, we only require that there exists ar € A
that tracks it: as soon as this is witnessed, we throw away the witness. For all the
reasons discussed in we have to move to P-categories to mend this.

The P-category of assemblies on A, denoted Asm(A), is defined as follows. Its
objects are once more all assemblies X on A. Given assemblies X and Y, the P-set

Asm(X,Y) is defined by having underlying set

s (X, V)| = {(f : |X| = |Y|,r € A) | r tracks f}

and
(f,7) ~osmxy) (9:8) Justif f=g
For (f,r): X — Y and (g,s) : Y — Z, we define composition by
(g’s)o(f,T)dZCf(gOf’B-S-T)

Notice that for any = € |X|, a € ||z|y implies p-a € ||f(2z)|y, which implies
q-(p-a)€llg(f(z))|, andasB-q-p-a=~q-(p-a) it follows that (go f,B-p-q)
is an arrow X — Z. It is easy to see that composition is a P-function: ~ only refers
to the underlying ‘extensional’ functions. Composition of set-theoretic functions is
associative and the identity function is its unit. That said, we define the identity
idx : X — X to simply be (id|x,I).

Finite Products

It is not hard to show that

Proposition 7. The category Asm(A) has binary products.

Proof. The construction essentially follows the underlying structure of products in
the category of sets, but augments it with tracking elements. For assemblies X and
Y, we define

XX YIZ X Y], (@ y)llxey = {pairad|a € |lallx.b € llylly }
The projections are the following arrows:

S (s X x Y] = X, fst)
0 (g 1 |X| % |Y| = |Y],snd)
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Define the P-function (—, —) by

((f:7),(9:9)) = ([, 9), X"e. pair (1 ¢) (s ¢))

It is easy to see that this is a P-function. We compute that

o ((f,7),(g,8)) = (w0 f,B-fst- (Xc.pair (r¢) (sc))) ~ (f,r)
and similarly for the other two equations. m
Proposition 8. The P-category Asm(A) has a terminal object.
Proof. Define 1 € 2Asm(A) by

NI )

and, for A € Asm(A), let |4 = (a — %, K-0) : A — 1, which is unique (up to ~). [
Hence,
Theorem 38. 2Asm(A) has finite products.

Exponentials

Given assemblies X and Y, we define

’YX ‘i:ef{f](f,r):X%Y}, ||f||YXd:ef{r|rtraCka}

Let
evxy = ((f,2) = f(x), \'p. (fst p) (snd p)) : V¥ x X =Y

Define a P-function
Ao Asm(A)(C x X, Y) — Asm(A)(C, YY)

by
(f,r) = (2= (x— f(z,2)),\"c. X*a. r(pair ¢ a))

It is again easy to see that this is a P-function, and one can verify that this is the

exponential. Therefore,

Theorem 39. Asm(A) is cartesian closed.
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The Lifted Assembly for K;

We only mention one other indispensable construction, which embodies partiality in
the computable setting of assemblies on K;. Given an assembly X € 2Asm(K), the
lifted assembly X, is defined to be

¢ . 00 andr-0€ ||zf|y } forze|X|
X def X , def {T|T - X
| J_’—| ‘ { } ”IHXL {T|T’0T} for =

for some chosen element of the PCA 0. Elements of X | are either elements of X, or
the undefined value L. Realizers of # € |X| are ‘computations’ r € A which, when
run (i.e. given the dummy value 0 as argument) return a realizer of z. A computation
that does not halt when run represents the undefined value.

Bear in mind that this definition of the lifted assembly is only useful in K. In
particular, it does not work at all if the PCA is total. There are other, more involved
ways of defining the lifted assembly: see Longley and Simpson| [1997] for a rather

elegant and uniform method.

5.2.4 The Exposure

Theorem 40. There is an exposure
[0 : Asm(A) 3 Asm(A)
for any PCA A.
Proof. For an assembly X € 2sm(A), let OX be the assembly defined by

BX| = {(z,0) |z € |X],a€lz]}
(@, a)llox = {a}
Given (f,7): X — Y, we define O(f,r) = (f,r) : OX — OV where
fr|0X| — |3OY|
(SL’,CL) — (f(a:),r«a)

Each element (z,a) € |0X| has a unique realizer, a. As a € ||z||y, and f is tracked
by 7, we see that 7 -a | and 7 - a € ||f(z)||y, so that (f(z),r-a) € |OY]. It follows
that r tracks f,., and so (f.,r) is an arrow OX — OY.
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To prove that O preserves composites, observe that for arrows (f,r): A — B and
(g9,s) : B— C, we have

(w,a) L5 (f(x),r - a) 25 (g(f(2)),s - (r - a))

and as B-s-r-a~s-(r-a), we have

gs © fr - (g © f)B-s-r

which is of course tracked by B-s-r. Hence O(go f) ~ Ogollf. Regarding identities,
notice that if idx : X — X is the identity arrow, then

id
(x,a) L, (x,1-a)
and as I-a ~ a, the latter is equal to (z,a), so (idx); = idox|. Hence Oidx ~ idpx.
Finally, we need to show that intensional equality implies extensional equality.
Suppose O(f, ) ~ O(g, s). That is equivalent to f, = g, which in turn gives us both
f=gandalsor-a~s-aforall ac|z|,. Thefirst implies (f,7) ~ (g,s). ]

Intensional Equality

When showing that [J is an exposure, we inadvertently characterised intensional

equality up to [l:
Lemma 22. (f,r) =g (g,s) : X = Y precisely when f. = gs, i.e.
f=9g and Ve |X|.Vae|z|y.r-ax~s-a

This is indeed the meaning we expected of intensional equality: (f,r) and (g, s) are
not only equal extensionally, but they also have the same effect on realizers. Notice
that, unless we are in a highly extensional environment (which not all PCAs are),
this is very far from strict equality. Instead, it is something in between.

We can also use this characterisation of intensional equality to speak about the re-
alizer structure of assemblies, in particular by characterising which objects of 2Asm(A)
are univalent (recall Definition [26).

Definition 40. An assembly X has unique realizers just if ||z|y is a singleton, for
each x € | X|.

Lemma 23. The univalent objects of Asm(A) are precisely those which have unique

realizers.
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Proof. Suppose X is univalent. To each realizer a € ||z||y, there corresponds an

arrow
~ def

To=(x—z,Acoa):1—-X

But if a,b € ||z||y, then &, ~ &}, as they share the same function component (x — z).

As X is univalent, it follows that z, ~g Zy, so
a~(Nec.oa)-0=(Ne. b)-0=b

Conversely, suppose X has unique realizers. For any two extensionally equal ar-
rows (f,7),(f,s) : Y — X, it is not very hard to see that f. = fs: we have that

1 (fr(y, b)) = f(y) = mi(fs(y, b)) for any b € |ly||y. Thus, as f(y) is uniquely realized
by only one a, their second components are equal too, and (f,r) ~g (f,s). m

[] is cartesian
It so happens that projections behave nicely under exposures.
Theorem 41. [J: Asm(A) & Asm(A) is a cartesian exposure.

Recall that 71 o ((f,7), (g,5)) = (f,d), where
d= B -fst- (\c. pair (r ¢)(s ¢))

so that the function component of (w1 o ((f,7),(g,5))) is fa(z,¢) = (f(2),d-c). We
compute that
d-c=B-fst-(Ac. pair (rc)(sc))-c=r-c

which is to say that f; = f,., and hence O(m o ((f,7),(g,s))) ~ O(f,r). The calcu-
lation is similar for the other projection.
For the third equation, it is easy to calculate that, for any arrow h: C' — X x Y,

the function component of (my o (h,r),m 0 (h,7)) is hs, where
s = Ac. pair (B-fst-r-c) (B-snd-r-c)
We proceed by calculating that
s-c=pair (B-fst-r-¢) (B-snd-r-c)=pair (fst (r-c)) (snd (r-¢))

so that
hs(z,c) = (h(z), pair (fst (r-¢)) (snd (r - ¢)))
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The argument would now be complete were our pairing surjective, but this is not
so in general PCAs. However, we know that ¢ € ||z||, for some z € |C], sor-c €

|(z,y)|| x«y With h(2) = (z,y). Hence,
r-c=parab

for some a € ||z|| and b € ||y||y-, and hence
s-c=parab

as well. It follows that hs = h,, where r was the original tracking element of (h,r).
We have finally obtained that

O(my o (h,r),m9 0 (h,r)) ~ O(h,r)

The final thing to check is that any arrow into the terminal object 1 is intensionally
equal to the canonical one; this follows, as 1 has only one element with a unique

realizer.

[] is weakly cartesian closed
It is also the case that 00 : Asm(A) & Asm(A) is weakly cartesian closed (§4.2.5)), in
the sense that the equation

evo (A(f,r) xidx) ~o (f,r)

holds for any (f,r) : C' x X — Y. To prove this one needs another tiring but easy
calculation like the one showing that [ is cartesian: it is of no interest, save another
use of the fact that it uses the trick that any z € ||(c, x)||oy y is always of the form

z =pair i j fori € ||c]|, and j € ||z .

Preservation of Products

Define
mo = (x — (x,0),I): 1 — 01

which maps the unique element of 1 to the pair of itself and its unique realizer, and

is realized by the identity combinator. This is a P-isomorphism with inverse

Iy = ((+,0) =, 1) : 01 = 1
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Also, define ma p : A x OB — L(A x B) by ma,p = (wa,p,I), where
wap : |OA| x |OB| — |O(A x B)|
((z,a), (y,b)) — ((x,y), pair a b)

The only realizer for the pair ((x,a), (y,b)) is pair a b, so the identity combinator
tracks wy p. Then (Om,Omy) : O(A x B) — OA x OB is equal to (v g, I), where

vap: |[O(A x B)| — |OA4| x |OB|
((x,y),r) —> ((x,fst - r), (y,snd - 1))

and, as before, it is easy to see that this is an inverse to m4 g, as r is necessarily of

the form pair a b. Hence,

Theorem 42. The exposure (1 : Asm(A) + Asm(A) is product-preserving.

Comonadicity and Idempotence

Proposition 9. There exists a natural transformation of exposures,
e: 0% |dQ[5m(A)
Proof. Define ex = (uy,I), where

ux ¢ |OX| — | X]|
(x,a) — x
Ifbel(r,a)|gy ={a}, thenb=aand I-b~b=a € ||z|y, so ux is indeed tracked
by I. To show naturality for (f,r): X — Y, we chase around the diagram:

(z,a) ELEN (f(x),r-a)

o] o

r—— f(x)

Hence uy o f, = f owuy, so the square commutes up to ~. Bear in mind that the
tracking element along one composite is B - r - I, whereas along the other composite
itisB-TI-r. O

Let us now investigate the structure of [1°X, for any assembly X. For each
(z,a) € |0OX|, we have that ||(z,a)|5x = {a}. Thus, we can infer that

2 X] = {((z,a),a) [ a € [|lz] y }
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and that, for any (f,7): X =Y,
O°f : |O°X| — |07
((z,a),a) — ((f(z),7 - a),r-a)
Proposition 10. There exists a natural transformation of exposures,
§: 0o 2
Proof. Define 6x = (vy,I), where
vy : |OX] — |O°X]
(z,a) — ((z,a),a)

If a € ||y, then I-a~a € {a} = |((z,a),a)|g2y, so I indeed tracks vyx. To show

naturality for a given arrow (f,r) : X — Y, we chase around the diagram:

(x,a) — (f(x),r-a)

UXI Ivy

(2,0, 0) =+ ((F(2),70).7 )

and so the diagram commutes up to ~. Note that the tracking elements along the

composites are respectively B-1-7r and B -r - 1. O

It is not difficult to see that the components of ¢ : [J o [0 are actually isomorphisms.

Hence, putting everything together:
Theorem 43. (O, ¢,0) is a product-preserving idempotent comonadic exposure.

Proof. Tt suffices to verify the coherence conditions. Regarding the first one:
(z,a) X > ((r,a),a)

UXI Imx

((z,a),a) == (((z,a),0),1-a) = (((z,a), a), a)

(”UX)I

which commutes, since I - a ~ a. Both the tracking elements along each composite
are B - 1.1, so the diagram actually commutes on the nose. Regarding the second

one:
vx

(x,a) ——— ((z,a),a)

UXI :[uDX

((z,a),a) l(’u—x)1> (x,1-a) = (z,a)

which commutes, since I - a ~ a. Once more, both tracking elements are B-1-1, so

commutation is again on the nose. O
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5.2.5 Weak Extensionality and Naturality

We have shown that nearly everything in sight behaves well, even with respect to
intensional equality ~g: Proposition [5| necessitates that, when we have a product-

preserving (and hence cartesian) exposure, the function
() 1 Asm(A)(C, X) x Asm(C,Y) — Asm(A)(C, X xY)

that is implicated in the definition of products respects intensional equality ~. The
glaring exception, of course, is the cartesian closed structure: it is not necessarily
that

Ao Asm(A)(C x X,Y) — Asm(A)(C, YY)

preserves intensional equality.
However, it is interesting to investigate when this might happen. Let (f,r) ~n

(f,s) : C x X =Y be two intensionally equal morphisms; we have
Vd e ||(c,z)||lpyx-r-dxs-d (5.1)

We can calculate that

>~
YamS
=

3
SN—

&

(A(f), Nca. r(pair ¢ a))
A(f), A*ca. s(pair ¢ a))

>~
—~
=
V)
SN—
&
—~

Thus, to prove that A(f,r) =g A(f,s), all we need to check is that
Vd € ||c]|o - A*a. r(pair ¢ a) >~ X a. s(pair ¢ a)

By (5.1)), it is indeed the case that r(pair ¢ a) ~ s(pair ¢ a), because the realizers
d € ||(c,z)||oy x are exactly of the right form. Nevertheless, we are not allowed to
use that equation under an occurrence of A*! The situation that allows this is the one

where the PCA A is weakly extensional.

Definition 41. A PCA (A, ) is weakly extensional if it satisfies the rule
M~N
Nax. M~ XNax. N

for any two expressions M, N and any variable x.
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Weak extensionality, also known as rule (£), is a notorious thorn in the study of
the correspondence between combinatory logic and untyped A-calculus. |Barendregt),
1984, §7.3.5(iii)] sets out a finite set of equational axioms (due to Curry) that suffice
to ensure it.

The original plan for this thesis was that 2Asm(K;) would be a model of Inten-
sional PCF, and Lob’s rule would directly correspond to Kleene’s Second Recursion
Theorem. Unfortunately, K; is very likely not weakly extensional. In we will
develop a slight restriction on Intensional PCF, which will remove the requirement
that A(—) preserve intensional equality, which is otherwise necessary.

Since we have come this far, let us also investigate the naturality of A(—), i.e. the
equation

A(folgxid)) =oA(f)eyg

under intensional equality. Given (f,7): CxX — Y and (g, s) : C" — C, we compute
that

A((f,r) o ((g,8) xid)) = (A (f o (g xid)),\*¢ a. (B-r-h)-(pair ¢ a))
Mf,r)o(g,8) = (AMf)og,B- (N a. r-(pair ¢ a)) - s)

where h = \*d. pair (B-s-fst-d) (B-I-snd-d). It would suffice to prove that these

two realizers, when applied to anything, would return the same ¢, namely
X (pair (s-c) a)

This is easy to check with weak extensionality, but it seems impossible to ensure
without it. Therefore, A(—) is natural up to ~q if A is weakly extensional.

Finally, let us seize the opportunity to mention that if A is extensional, in the
sense that the n-rule

Nr.ex~e

holds for any expression e € £(A), then
evo ((f,r)oid) =g (f,r):C =Y

In that case we would say that [ : sm(A) & Asm(A) is cartesian closed.
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5.3 Exposures in Homological Algebra

This section aims to support the claim that, even though inspired by logic and com-
putability, exposures are to be found in other contexts as well. This lends credibility
to the idea that, even if within logic exposures are a sort of abstract yet well-behaved
Godel numbering, the phenomenon of intensionality, as discussed in §1.1] is more
general, and can be found in other areas of mathematics.

We will draw our example from homological algebra. Homological algebra be-
gins once we have chain compleres C(X), i.e. sequences of abelian groups C; with

homomorphisms
N RN o = o AN
such that ;00,11 = 0. One then forms the groups of boundaries and cycles, namely
B, (X) = im(9p41) Zn(X) = ker(0,)
The objects of study are then the homology groups H,,, defined by
H,(X) = Z,(X)/Ba(X)

A natural question arises: what if we make it so we never actually have to take

quotients?

5.3.1 The P-category &tp

Instead of taking the quotient G/N of a group G by one of its normal subgroups N,

we will instead merely keep the tuple
(G, N)

and work with it: we will consider this as G/N, even though the two components are
kept separately.

Often in homology one considers maps between homology groups, which are group

homomorphisms of type
f* : Gl/Hl — GQ/HQ

Nevertheless, rarely does one work out GG1/H; exactly before defining such a f,. More

commonly, one picks out a representative of the equivalence class, defines f on that,
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and then proves that the outcome is invariant under the choice of representative. This

amounts to defining some f : G; — G5 such that
f(Hy) C Hy

Thus, we pick the morphisms f : (G, Hy) — (G2, Hy) to be exactly those homo-
morphisms. Each one of them induces a homomorphism f, : G1/H; — G3/Hs as is
customary.

To prove that two such maps f., g, : G1/H; — Go/Hy are equal, it suffices to
prove that they are pointwise homologous, i.e. that that f — g takes values only in

H,. This will be exactly our definition of extensional equality:
f~g:(Gy,H) — (Gg,Hy) justif im(f—g)C Hs
A classic result of basic group theory, viz.
G1/N; X Go/Ny = (Gy x G)/(Ny x Na)
also implies that we can define
(G1, N1) X (Ga, No) = (G x Go, Ny x Ny)
and use it to prove that

Theorem 44. The P-category &tp is cartesian.

We can now think of the n-th homology functor as taking values in this P-category,

or—even better—its subcategory b of abelian groups,

H, : Top — b
X — (Z,(X), B,(X))
[ X =Y — fu: (Zo(X), Bp(X)) = (Za(Y), Bu(Y))

5.3.2 Intensionality and Homomorphisms

The point of not forcing f to be f. is that the action of f : (Gy, Hy) — (Ga, Ha)
on each cycle of GGy is ‘visible,” even if that cycle is a boundary. This is because
f Gy — G5 is still an actual homomorphism, which only happens to ‘respect’ a
normal subgroup. The way we will define an exposure on this category is precisely

by ‘exposing’ the action of f on individual cycles, even if they are boundaries.
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We shall then define an endoexposure,

C:&tp 3 Grp

C(G, H) = (G, {ea})
Cf = f : (Gl, {6G1}> - (GQ’ {er})

It is not at all difficult to prove that this is indeed an exposure: it preserves
composition and identities, and indeed if C'f ~ Cg then f and g are equal, so im(f—g)
is just the identity element.

In fact, this exposure has comonadic structure, which comes for free. For evalua-
tors, we notice that ¢ gy : C(G, H) — (G, H) is actually of type (G, {ec}) — (G, H),
so it suffices to take the identity, which—in this context—is a kind of quotient map.
Similarly, 6 m) : (G, {ec}) — (G, {ec}), so again it suffices to take the identity. It
is trivial that every single diagram in the definition of evaluator and quoter, as well
as that of comonadic exposure, commutes: all the arrows are identities.

Furthermore, it is not hard to see that C preserves products: the candidate iso-
morphisms

m Q(Gl,Hl) X Q(GQ,HQ) — Q(Gl X GQ,Hl X HQ)

have the same source and target, namely (G1 X Ga, {(eg,, eq,)}), so it suffices to take
the identity:.
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Chapter 6

Intensional Recursion in
P-Categories|

Armed with the framework of exposures, we can now speak of both extensional and
intensional recursion in categorical terms.

The case of extensional fizved points (EFPs) was first treated by Lawvere] [1969,
2006] in the late 1960s. However, we will argue that his notion of fixed point is far
too coarse for most applications in logic and computer science.

Instead, we will use exposures to replace that definition with one that captures
intensional recursion, namely that of intensional fized points (IFPs) (§6.1). We begin
our investigation by showing that our framework allows for clear and concise formu-
lations of the classic theorems of Godel, Tarski, and Rice. The relevant arguments
are entirely algebraic, and it is very clear what logical devices or assumptions each
one requires. The conclusion to be drawn is that, despite their common use of IFPs,
these three arguments have a fundamentally different flavour. In (§6.2) we discuss
the relationship between IFPs and L&b’s rule in provability logic.

Then, in we then ask the natural question: where do IFPs come from? We
recall in detail a theorem of Lawvere which guarantees the existence of EFPs under
certain assumptions. We use exposures to prove the Intensional Recursion Theorem,
a similar theorem that pertains to IFPs instead.

Finally, we examine the nature of both EFPs and IFPs in the three examples
that we presented at length in §5 In particular, when viewed through the lens of
the exposure on assemblies (§5.2), Lawvere’s theorem and our Intensional Recursion
Theorem are revealed to be categorical versions of the First and Second Recursion

Theorems of Kleene respectively, as discussed in §2]

LA preliminary form of the results in this chapter was first published as [Kavvos, 2017a], which
is available at Springer: https://dx.doi.org/10.1007/978-3-662-54458-7_32
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6.1 Extensional and Intensional Fixed Points

Lawvere [1969, 2006| famously proved a theorem which guarantees that, under certain

assumptions, which we discuss in §6.3], there exist fixed points of the following sort.

Definition 42. An extensional fized point (EFP) of an arrow t : Y — Y is a point
y : 1 — Y such that

toy=y
If every arrow ¢ : Y — Y has a EFP, then we say that Y has EFPs.

In Lawvere’s paper EFPs are a kind of fixed point that, for logical purposes,
oughtn’t exist. After constructing a category based on a logical theory (e.g. PA), in

a manner that we have quite closely followed in he argues that there can be no
sat : AX A—2
such that for every formula ¢ : A — 2 there is a point ¢, : 1 — A such that

1—— A

<arc<b>l ld)

AXATZ

for every point a : 1 — A. In logical terms, this would amount to the existence of a
two-variable predicate sat(—, —), and a Gédel number "¢ for each unary predicate
¢(z), such that

T Esat("o(z)™,n) < ¢(n)

for each n. If such a predicate existed, then ‘satisfaction would be definable,” and we
would obtain a EFP of the arrow 2 — 2 encoding the logical ‘not’ function. In logical
terms, we could obtain a closed formula v such that T - ¢ <> —. This leads to a
categorical version of Tarski’s Undefinability Theorem: if ‘truth were definable,” then
substitution would be too, and — would have a fixed point.

Finally, Lawvere obtains a version of Godel’s First Incompleteness Theorem as
follows: given an (external) relation between closed formulas and points, relating
closed formulas to their ‘Godel number,” if we assume that provability is ‘internally
decidable’ on these Godel numbers, and if we assume that all ‘truth values’ are either
true or false, then truth would be definable, which—by the categorical version of

Tarski’s undefinability theorem—it is not.
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We can already see that Lawvere’s notion of EFPs do not encompass fixed points
that ought to exist. For example, the diagonal lemma for Peano Arithmetic (hence-

forth PA) manufactures a closed formula fix(¢) for every formula ¢(z), such that
PA F fix(¢) < ¢("fix(¢)")

The formula fix(¢) occurs asymmetrically: on the left hand side of the bi-implication
it appears as a truth value, but on the right hand side it appears under a Gddel
numbering, i.e. an assignment "-7 of a numeral to each term and formula of PA.
Taking our cue from the exposure on Peano arithmetic (§5.1)), we can generalise this

idea to the following, which encompasses this kind of ‘asymmetric’ fixed point.

Definition 43. Let @) : 8 & 9B be a product-preserving endoexposure. An inten-
sional fized point (IFP) (w.r.t. to @) of an arrow t : QA — Aisapoint a:1 — A

such that the following diagram commutes up to ~:

1 —— A

ml Tt

Q1 “0a QA
An object A has IFPs (w.r.t. Q) if every arrow t : QA — A has a IFP.

This makes intuitive sense: a : 1 — A is extensionally equal to ¢ ‘evaluated’ at the

point QQa o mg : 1 — Qa, which is the ‘quoted’ version of a.

6.1.1 Consistency, Truth and Provability: Godel and Tarski

We are now in a position to argue that the two well-known theorems that were
discussed by Lawvere can be reduced to very simple algebraic arguments involving
exposures. In fact, the gist of both arguments relies on the existence of IFPs for an
‘object of truth values’ in a P-category. For background in Goédel’s First Incomplete-
ness Theorem and Tarski’s Undefinability Theorem, see Smullyan| [1992] and Boolos
[1994].

Suppose that we have some sort of object 2 of ‘truth values.” This need not be

fancy: we require that it has two points,

T:1—=2
1:1=2
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standing for truth and falsehood respectively. We also require an arrow = : 2 — 2

that encodes the logical negation, satisfying

—\OTNJ_
—ol ~T

and

A simplified version of Gédel’s First Incompleteness theorem for PA is this:

Theorem 45 (Godel). If PA is consistent, then there are sentences ¢ of PA such that
neither PA= ¢ nor PAE —¢.

The proof relies on two constructions: the diagonal lemma, and the fact that prov-
ability is definable within the system. The definability of provability amounts to the

fact that there is a formula Prov(z) with one free variable x such that
PAF ¢ if and only if PAF Prov("¢™)

That is: modulo Goédel numbering, the system can internally ‘talk’ about its own

provability. It is not then hard to sketch the proof to Godel’s theorem.

Proof of Theorem[45 Use the diagonal lemma to construct ¢ such that
PA t 1) <» =Prov("¢")

Then ¢ is provable if and only if it is not, so if either PA - ¢ or PA F =) we would

observe inconsistency. Thus, if PA is consistent, neither 1) nor = are provable. [

It follows that v is not equivalent to either truth value. In a way, 1) has some other
eerie truth value, which is neither T nor L. Classical logicians would say that it is
undecidable.

Let us represent the provability predicate as an arrow p : Q2 — 2 such that y ~ T
if and only if p o Qy o mg ~ T. Consistency is captured by the following definition:

Definition 44. An object of truth values 2 as above is simply consistent just if
TAL

Armed with this machinery, we can now transport the argument underlying Godel’s

proof to our more abstract setting.
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Theorem 46. If a p: Q2 — 2 is as above, and 2 has IFPs, then one of the following

things is true:
e cither there are points of 2 other than T :1 — 2 and L. : 1 — 2, or
e 2 is not simply consistent, i.e. T ~ L.

Proof. As 2 has [FPs, take y : 1 — 2 such that

y~-opoQRyomy

Now, if y ~ T, then by the property of p above, poQyomgy ~ T, hence mopoQyomg ~
L, hence y ~ L. So either y o4 T or 2 is not simply consistent. Similarly, either
y o L or 2 is not simply consistent. [

Tarski’s Undefinability Theorem, on the other hand is the result that truth cannot
be defined in arithmetic |Smullyan, 1992].

Theorem 47 (Tarski). If PA is consistent, then there is no predicate True(x) such
that
PAt ¢ <> True("¢™")

for all sentences ¢.

Proof. Use the diagonal lemma to obtain a closed v such that
PAF ¢ <> =True("¢™)
Then PA ¢ <+ —), which leads to inconsistency. O

A truth predicate would constitute an evaluator € : Q) o ldgs. If we had one, we
would have that

62°Q(?J)Omowy0610moNy

where the last equality is because 1 is terminal. This is actually a more general

Lemma 24. Let Q) : B 3 B be an endoexposure, and let € : ) R Idy be an evaluator.
Then, if A has IFPs then it also has FFPs.

Proof. Givent : A — A, consider toey : QA — A. A IFP for this arrow is a point
y:1— Asuchthat y~toeqoQyomg~toy. O

In proving Tarski’s theorem, we constructed a sentence 1 such that PA - 1) <» =),
This can be captured abstractly by the following definition.
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Definition 45. An object 2 as above is fiz-consistent just if the arrow = : 2 — 2 has

no EFP: that is, there is no y : 1 — 2 such that —oy ~ y.
Putting these together, we get

Theorem 48. If 2 has IFPs in the presence of an evaluator, then it is not fiz-

consistent.

6.1.2 Rice’s theorem

To further illustrate the applicability of the language of exposures, we state and prove
an abstract version of Rice’s theorem. Rice’s theorem is a result in computability
which states that no computer can decide any non-trivial property of a program by

looking at its code. A short proof relies on the SRT.

Theorem 49 (Rice). Let F be a non-trivial set of partial recursive functions, and
let Ar d:ef{e € N | ¢. € F} be the set of indices of functions in that set. Then Ag is

undecidable.

Proof. Suppose Az is decidable. The fact F is non-trivial means that there is some
a € N such that ¢, € F and some b € N such that ¢, € F. Consequently, a € Ar
and b € Ar.

Define f(e,z) ~ if e € Ar then ¢y(z) else ¢,(x). By Church’s thesis, f : N x
N — N is partial recursive. Use the SRT to obtain e € N such that ¢.(x) ~ f(e, z).
Now, either e € Ar or not. If it is, ¢.(z) ~ f(e,x) ~ ¢p(z), so that ¢. & F, a
contradiction. Similarly if e ¢ Ax. 0

Constructing the function f in the proof required three basic elements: (a) the
ability to evaluate either ¢, or ¢, given a and b; (b) the ability to decide which one
to use depending on the input; and (c) intensional recursion. For (a), we shall need
evaluators, for (b) we shall need that the truth object 2 is a weak coproduct of two

copies of 1, and for (c) we shall require IFPs.

Theorem 50. Let 2 be a stmply consistent truth object which also happens to be a a

weak coproduct of two copies of 1, with injections

T:1—=2
1:1-=2

Suppose that A has EFPs. If f : A — 2 is such that for all x : 1 — A, either

fox~T or fox~ L. Then f s trivial, in the sense that either

Vr:1— A fox~T or Vr:1— A fox~_1
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Proof. Suppose that there are two such distinct a,b: 1 — A such that foa ~ T and
fob~ L. Let

g=[balof:A— A

and let y : 1 — A be its EFP. Now, either foy ~ T or foy ~ L. In the first case,

we can calculate that
T~ foyn~fogoyn~ folbalofoyn~ folbaloT ~ fobr~ L
so that 2 is not simply consistent. A similar situation occurs if foy ~ L. O

Needless to say that the premises of this theorem are easily satisfied in our exposure
on assemblies from if we take A = N, and 2 to be the lifted coproduct (1+1); .

6.2 The relationship to Lob’s rule

In this chapter we have considered two sorts of fixed points, extensional and inten-
sional. Figure [6.1] summarises the definition of these two types of fixed points, in

1-category theory and P-category theory respectively.

Figure 6.1: Types of Fixed Points (without parameters)

Type Morphism  Fixed Point
) a:1— A
Extensional t¢t: A — A
toa=a
a:1— A

Intensional ¢t: QA — A
toQaomgy~a

Viewed through the lens of the Curry-Howard isomorphism, the existence of ex-
tensional fixed points at A can be written as the logical inference rule
A—A
A

which is exactly the type of the Y combinator of PCF. In fact, this exact inference rule
corresponds to an equivalent formulation of PCF that proceeds through the binding

construct px:A.M with equation
pr:AM = Mpz:A.M]

For more details, see (Gunter| [1992].
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This rule is obviously logically catastrophic, as it produces a closed term px:A. x
at each type A. Consequently, there is no honest Curry-Howard isomorphism for PCF:
every type is inhabited, and thus every ‘formula’ is provable, leading to the trivial
logic. However, the terms do matter, because they have computational behaviour: it
might be that the types do not correspond to logical formulae, but they are there to
stop basic programming errors. And, in the end, the purpose of PCF is simply typed
general recursive programming.

Viewing the notion of intensional fixed points through the lens of Curry-Howard,

the result is much more impressive: IFPs correspond to Lob’s rule, namely

04— A
A

To see this, it suffices to read 0 & Q and to look at the definition of intensional fixed

points as an inference rule, i.e.

f:QA— A
1= A
such that
Qf omo QA

1 el omoy
f"l /
f
A

Unfortunately, we have seen in this chapter that a key ingredient in the theory of

commutes up to ~.

exposures are the so-called evaluators, which are natural transformations € : () % Id.

These encapsulate the modal axiom T, namely
0A— A

Coupled with the above inference rule, this will also have the catastrophic consequence
that every type is inhabited. We shall not be alarmed by this fact, for we will
want general recursion, and there seems no way around partiality in that case, as
we discussed in We shall still use the Curry-Howard isomorphism, but only
heuristically.

However, let us for the moment revert to the mindset of a purely categorical
logician. In our parallel work [Kavvos| |2017blc| we have investigated an extension
of the Curry-Howard isomorphism to box modalities. Our methodology consisted of

mimicking the rules of sequent calculus in natural deduction. A quick perusal suffices
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to bring to light the fact that in that work we used a stronger form of Lib’s rule,

namely

O0A— A
OA

Historically speaking, this variant of Lob’s rule is proof-theoretically well-behaved,
and yields cut-free sequent calculi. It was introduced in the context of intuitionistic
modal logic by [Ursini [1979a]. If we were to use it to formulate iPCFP] we would

obtain something akin to
Az:TOAFM: A
AT Ffix zinbox M : JA

with
fix z in box M — box M][fix z in box M/z]

However, this does not have a clear intensional interpretation. If, as in §1.4.2] we try
to devise a ‘reading’ of this in the untyped A-calculus, this rule would require that

for each term f there exists a u such that
U :ﬁ I—fl_u—l—l

which is obviously nonsense. This is why in this thesis we have weakened our formu-
lation to Lob’s original rule.
Nevertheless, we can still ‘transport’ this version of Lob’s rule over to P-categories:

it amounts to the inference rule
f:QA— A
i1 - QA
such that
QfTOmo 2
1 — QA

r| i

QA
commutes up to ~.

Now: can we use the framework of comonadic exposures to prove that this version
of Lob’s rule is stronger? What is the exact relationship between this and the original
form?

Surprisingly, the answer is positive. But before we show that, let us give a name

to these two kinds of IFPs so we can talk about them efficiently.

2In fact, the first versions of this thesis and |[Kavvos, 2017d] both used this version of iPCF.
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Definition 46. Let @) : 8 & B be a product-preserving endoexposure.

1. A meek intensional fized point (meek IFP) of an arrow f: QA — A is a point

a : 1 — a such that the following diagram commutes up to ~:

1 —2 5 A

S

Q1WQA
ie. a~ foQaomy.

2. A vehement intensional fized point (vehement IFP) of an arrow f: QA — A is

a point a : 1 — QA such that the following diagram commutes up to ~:

1 —— QA

mﬂl TQf

Q1 “0a Q*A

ie. a~ Qf oQaomy.

Thus the intensional fixed points we have been working with up to this point are
meek, whereas the proof theory in [Kavvos| [2017b,c| use a pattern closer to vehement
ones.

If we have a meek IFP whose defining equation holds up to intensional equality
(@), then that is also a vehement IFP. Conversely, if we have a vehement IFP, and

our comonadic exposure is idempotent, then we obtain a meek IFP.
Theorem 51. Let f: QA — A.
1. If we have a meek IFP of f: QA — A, which moreover is so intensionally, i.e.
[omq foQf omg
then we can obtain a vehement IFP of f, defined by

1 Qf omy

2. If we have a vehement IFP f: QA — A, and moreover the comonadic exposure
(Q,€,0) is idempotent, then we can obtain a meek IFP of of f, defined by

foeqoft
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Proof.

1. We calculate:
fT
~ { definition }
Q[ omg

~ {assumption }

Q(f o Qf° omg) omg

~ {exposure }

Qf 0 Q(Qf° omp) o my
~ { definition }

Qf o Qff omg
so that f1 is a vehement IFP.

2. We calculate
IS
~ { definition }
eqo fT
~ { definition }
erQfOQfTomo

~ {enatural }
foegaoQffomg

~ { e natural }
fofloe omyg

~ { e monoidal }
foff

But, by the corollary of the Quotation-Evaluation lemma (Lemma (4)),

ff~Qleao ff)omg ~ Qf omg

s0 f°~ foQf°omgis a meek IFP.
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6.3 Whence fixed points?

6.3.1 Lawvere’s Theorem

Lawvere [1969, 2006| proved a fixed point theorem that generalises a number of ‘diag-
onal’ constructions, including Cantor’s theorem, Goédel’s First Incompleteness The-
orem, and the Tarski undefinability theorem. In order to state it, we will first need
some notation for cartesian closed categories (CCCs). A cartesian closed category
|[Eilenberg and Kelly, [1966] is a great place: it is a mathematical universe where
morphisms of the category correspond exactly to points of certain objects, the ez-
ponentials. Indeed, to every morphism f : A — Y there corresponds a point of the

exponential object Y4, namely
Tf1i1 YA
which is defined by
EA(1xASaby)
and to each point y : 1 — Y4 there corresponds a morphism ! : A — Y, defined by
y g LI A g Sy
The above operations are mutually inverse:
l_f—lzzf’ ry?j:y

For a classic exposition, see Lambek and Scott| [1988].

The main idea in Lawvere’s paper is this: a morphism
X 5HyA

from an object to an exponential may be thought as ‘indexing’ morphisms of type
A =Y, for, given z : 1 — X, we have (roz)': A — Y. Such an indexing may be
considered an enumeration if it is, in some sense, surjective. There are many ways in

which an arrow r : X — A can be surjective. Here are four:

e It could a retraction; that is, there could exist s : A — X such that

[~

The arrow s may be thought of as ‘choosing a preimage’ of elements of A with

respect to r. In the category of sets, surjective functions are always retractions

(if one assumes the axiom of choice).
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e [t could be point-surjective: for each point a : 1 — A there could be a point
x:1 — X such that
1

a
x

\l/

e It could be N-path-surjective: it could be that, for each ‘N-path’ ¢ : N — A,
there is a N-path p: N — X such that

N
IO
\l/

The name of the object N has been chosen to suggest the natural numbers, so
that p: N — A can be thought of as tracing out a discrete path of points in A.

A point-surjective arrow is, of course, a 1-path-surjective arrow.

e It could be weakly point-surjective (only if the codomain is an exponential): if
r: X — YA, then, for each z : 1 — X, we obtain roz : 1 — Y4, which
corresponds to a morphism

(roz): A=Y
It could then be that every morphism A — Y is ‘pointwise emulated’ by (rox)?
for some . That is, for each f: A — Y, there exists zy : 1 — X such that

Va:1— A. (roxy)oa=foa
So a weak point-surjection is a bit like ‘pointwise cartesian closure.’
Evidently,

r is a retraction = r is N-path-surjective
if N non-empt; . . . .
————PX 1 is point-surjective

—> r is weakly point-surjective

where the third implication only makes sense if codomain of r is an exponential, but
may be skipped otherwise. For the second implication, notice that N 1% Aisa
N-path, factorise it through X, and pre-compose with any point n: 1 — N.
Lawvere then observed that, if the codomain of the weak point-surjection is an
exponential Y4, and the ‘indexing object’ X coincides with A, a curious phenomenon

occurs.
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Theorem 52 (Lawvere). If r : A — Y4 is a weak point-surjection, then then every

arrowt:Y —'Y has a fixed point.

Proof. Let
FEaltid A gy Ly

As r is a weak point-surjection, there exists a x5 : 1 — A such that, foralla: 1 — A,

we have
(rowp) oa
= {ris a weak point-surjection }
foa
= {definition of f}
toevo (r,ids)oa
= {naturality of product }
toevo(roa,a)
= {terminal object: aoly =idy }
toevo(roaolyoa,a)
= {naturality of product }
toevo(roaoly,idy)oa
= {definition of (—)'}
to(roa)oa
Taking a £ z ¢ produces a fixed point. O

Lawvere also hinted at a ‘cartesian’ version of the above result that does not require
exponentials. In this version, the diagonal nature of the argument is even more

evident. To prove it, we need to introduce the following definition:

Definition 47. An arrow 7 : X x A — Y is a (cartesian) weak point-surjection if for

every f: A — Y there exists a 2y : 1 — X such that
Va:1— A ro(zs,a)=foa

We will not bother to qualify weak point-surjections as ordinary or cartesian, as it

will be clear by the context. We can now prove the

Theorem 53 (Lawvere). If r : A x A = Y is a weak point-surjection, then every
arrowt :Y — Y has a fized point.
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Proof. Let
f=torolidy,idy)

Then there exists a 7 : 1 — A such that
ro{zs,a)=foa
for all a : 1 — A. We compute that
ro(xy,xp) =toro(ida,ids)oxy=toro(xys, xy)
so that r o (zs,x¢) is a fixed point of of t. O

We have seen in that the extensional kind of fixed points produced by this
theorem are of a sort that oughtnt exist. We believe that this is one of the reasons
that Lawvere’s result has not found wider applications. Nevertheless, we will also see
in that—in a certain setting—this theorem corresponds to a very weak form of
Kleene’s First Recursion Theorem, which has been a central theorem in the semantics
of programming languages (see §2).

6.3.2 An intensional Lawvere theorem

Can we adapt Lawvere’s result to IFPs? The answer is positive: all we need is a
cartesian P-category B, a product-preserving exposure @) : 8 ¢ B, and a reasonable
quoting device. What remains is to ‘embellish’ Lawvere’s argument with appropriate

instances of ().

Theorem 54 (Intensional Recursion). Let @ : B 3 B be a product-preserving expo-
sure, and let 64 : QA — Q*A be a reasonable quoting device. If r : QA x QA =Y s

a weak point-surjection, then every arrow
t:QY =»Y

has an intensional fixed point.

Proof. Let
def (6,9) 2 2 m Qr t
f=QA "5 Q°AXQ°A—= QRAX QA) = QY =Y
Then, there exists a x5 : 1 — QA such that
ro(zsa)~ foa
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forall a: 1 — QA. We compute that

ro(zg,xf)

~ { definition }
toQromo (da,04)0xf

~ { naturality }
toQromo(6ao0xs,ds0xy)

~ { 04 is a reasonable quoting device }
toQromo (Quyomy, Qryomyg)

~ { naturality }
to Qrom o (Quy,Qup) o m,

~ { Proposition 2] }
toQroQ(xs,xs)omy

~ { exposures preserve composition }
toQ(ro(xypxys))omy

so that r o (zs,z¢) is a IFP of t. O

6.4 Examples of Fixed Points

In this final section we shall briefly examine what extensional and intensional fixed
points mean in the first two examples of exposures presented in §5, namely the Lin-
denbaum P-category and the P-category of assemblies.

Unfortunately, since the trivial group is a zero object in the P-category of groups,
points do not carry any interesting structure, and thus neither notion of fixed point

is interesting in the third example.

6.4.1 Fixed Points in Godel numbering: the Diagonal Lemma

We will now carefully consider what we have hinted at throughout the development of
the abstract analogues of Gédel and Tarski’s results in §6.1.1] viz. the diagonal lemma
of Peano arithmetic is precisely the existence of IFPs in the case of the exposure on
arithmetic presented in §5.1]

Recall once more the diagonal lemma: for every formula ¢(x) there exists a closed
formula fix(¢) such that

PA I fix(¢) < ¢("fix(¢)")
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Take the formula ¢(x). In £ind(PA), it is an arrow
o(x): A—2

Let there be a sentence ¢ : 1 — 2. When the exposure acts on it, it produces (the
numeral of) the Godel number of ¢, which is a closed term. Suppose v is an IFP of
o, i.e

Y~ poQyomg
We can then see that the RHS simplifies by substitution to ¢("¢™), so this is precisely

the conclusion of the diagonal lemma.

6.4.2 Fixed Points in Assemblies: Kleene’s Recursion Theo-
rems

We now turn to the consideration of fixed points in the P-category of assemblies
2sm(A) that we considered in §5.2] along with the paradigmatic exposure

[0 Asm(A) & Asm(A)

EFPs are exactly what one would expect: given an arrow (f,r): X — X, a EFP

of this arrow is a « € | X| such that

f@) =

We will shortly argue that EFPs in this setting are strongly reminiscent of Kleene’s
First Recursion Theorem, which we discussed at length in

On the contrary, a IFP of an arrow
(f,r):0X - X

is more than what we had before: it is an element x € |X| along with a realizer
a € ||z||y of it, such that
f(z,a) ==z

That is, it is a kind of fixed point of f, but the computation of f also depends on the
chosen realizer a rather than simply .

It is worth pausing for a moment to ask what a vehement IFP (as discussed in
§6.2)) is in this case. It is not hard to compute that it consists once again of both an
element z € | X| and a realizer a € ||z||  for it, but the pair now needs to satisfy not

only f(z,a) =z, but also



That is, the two sides need to have the same realizer. The above theorem is not too
surprising in light of Theorem [28 and Corollary [3} in the idempotent case, the fact
that two arrows 1 — QA are equal immediately yields that they are intensionally
equal. It therefore follows that vehement IFPs are too strong a notion for what we

consider to be intensional recursion.

Kleene’s Recursion Theorems

We will now argue that, in the case of Asm(K), the notions of EFPs and IFPs indeed
match the conclusions of the two main theorems that are used to make recursive
definitions in computability theory, namely the First and Second Recursion Theorems
of Kleene. In fact, we will argue that Lawvere’s fixed point theorem (Theorem
and our own Intensional Recursion theorem (Theorem [54)) each correspond to abstract
versions of them. We have discussed the relationship between the two theorems at
length in §2] but—for the benefit of the reader—we recapitulate some basic points of
this discussion here, in a form tailored to our needs in this chapter.

Let us fix some notation. We write ~ for Kleene equality: we write e >~ ¢’ to mean
either that both expressions e and ¢’ are undefined, if either both are undefined, or
both are defined and of equal value. Let ¢, ¢1, ... be an enumeration of the partial
recursive functions. We will also require the s-m-n theorem from computability theory.
Full definitions and statements may be found in the book by |Cutland| [1980].

Theorem 55 (First Recursion Theorem). Let PR be the set of unary partial recursive
functions, and let F' : PR — PR be an effective operation. Then F : PR — PR
has a fixed point.

Proof. That F : PR — PR is an effective operation means that there is a partial
recursive f : N x N — N such that f(e,x) ~ F(¢)(z). Let d € N a code for the

def

partial recursive function ¢4(y,x) = f(S(y,y),x), where S : N x N — N is the s-1-1
function of the s-m-n theorem. Then, by the s-m-n theorem, and the definitions of
d € N and f,

Ps(a) () = ¢a(d,x) = f(S(d,d), x) = F(¢s@a)(x)
so that ¢g(4q) is a fixed point of ' : PR — PR. n

Lawvere’s theorem is virtually identical to a point-free version of this proof. Indeed,

if we let
S:NxN— PR

(a,b) — ds(ap)
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We can then show that this is a weak point-surjection: any ‘computable’ f : N — PR
is actually just an index d € N such that

Ga(z,y) = f()(y)
for all x,y € N. We can then show that
S(d, 2)(y) = ¢stax)(y) = ¢alz,y) = f(2)(y)

so that S(d,z) = f(z) € PR. Thus the resemblance becomes formal, and the argu-
ment applies to yield the FRT.

A
\@/

Yet, one cannot avoid noticing that we have proved more than that for which we
bargained. The f : N x N — N in the proof implemented a certain effective operation
F : PR — PR. It follows that f has a special property: it is extensional, in the

sense that
¢e:¢e’ — Vo € N. f(e,x) :f(e’,x)

Notice, however, that the main step that yields the fixed point in this proof also holds
for any such f, not just the extensional ones. This fact predates the FRT, and was
shown by Kleene| [193§].

Theorem 56 (Second Recursion Theorem). For any partial recursive f : NxN — N,
there ezists e € N such that ¢.(y) ~ f(e,y) for all y € N.

This is significantly more powerful than the FRT, as f(e,y) can make arbitrary
decisions depending on the source code e, irrespective of the function ¢, of which it is
the source code. Moreover, it is evident that the function ¢, has access to its own code,
allowing for a certain degree of reflection. Even if f is extensional, hence defining an
effective operation, the SRT grants us more power than the FRT: for example, before
recursively calling e on some points, f(e,y) could ‘optimise’ e depending on what y
is, hence ensuring that the recursive call will run faster than e itself would.

Lawvere’s argument, as presented above, cannot account for the Second Recursion
Theorem: S : N x N — PR had PR in the codomain, and thus this argument only
works to yield fixed points of effective operations PR — PR. We do not see a
meaningful way of replacing this with, say, A/. We could certainly replace it with an
object N that accounts for non-termination, but that is not what we want. we wish

to take here.
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What we really want is to define a computable operation PR --» PR. In order
to explain the meaning of this, a shift in perspective is required. To say that F' :
PR — PR is an effective operation, we need an extensional, total recursive function
f, implemented by some index d € N that tracks it on codes, along with a proof that
f is extensional. But what about indices d € N that describe a total ¢4, yet are not
extensional? These still map every e € N, which is an index for ¢, to ¢4(€), which is
an index for ¢4,). Hence, while f may map codes of partial recursive functions to
codes of partial recursive functions, it may do so without being extensional. In that
case, it defines a non-functional operation G : PR --+ PR, which is exactly the case
where [FPs will apply.

We can see this far more clearly in the setting of Asm(K;). Arrows
N — NJ_

are easily seen to correspond to partial recursive functions. The weak point-surjection
S : N x N — PR we produced above can now be seen as an arrow r : N x N — NI

in Asm(K7), and invoking Lawvere’s theorem indeed shows that every arrow

N — NY
has an extensional fixed point. Now, by Longley’s generalised Myhill-Shepherdson
theorem |Longley, 1995, Longley and Normann| 2015|, these arrows exactly corre-
spond to effective operations. Hence, in this context Lawvere’s theorem states that
each effective operation has a fixed point, and indeed corresponds to the simple diag-

onal argument above [

However, let us look now look at arrows of type
ONY — NY
These correspond to ‘non-functional’ transformations, mapping functions to func-
tions, but without respecting extensionality. As every natural number indexes a
partial recursive function, these arrows really correspond to all partial recursive func-
tions. It is not hard to see that [CIN is P-isomorphic to N: this fact can be used with

r to immediately produce a weak point-surjection ¢ : ON x OON — NY . so that, by

our Intensional Recursion theorem (Theorem , every arrow of type
N N
UN] — N

has a IFP. It is thus evident that there is considerable formal similarity between this

application of Theorem [54] and Kleene’s Second Recursion Theorem!

3But note that this is not the complete story, as there is no guarantee that the fixed point obtained
in least, which is what Kleene’s original proof in [Kleene| [1952] gives. See also
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Chapter 7

Intensional Semantics of iPCF 1

This is the first of the two chapters that address the issue of finding a truly intensional
semantics for the language iPCF which we introduced in §3] Both of these chapters
can be seen as evidence towards the claim that iPCF is a truly intensional language.

To make progress towards our goal, we will use the theory of exposures, as devel-
oped in §4 and [6] The desired outcome is that the category of assemblies 2sm(K)
over the PCA K, which—as we showed in §5.2}—is a cartesian closed P-category
equipped with an idempotent comonadic exposure, is a model of iPCF.

However, before we delve into the details, we need to develop some algebraic
machinery for interpreting the rules of iPCF. Because of the delicate behaviour of
our two notions of equality—extensional (~) and intensional (/g)—this will be more
involved than it sounds. Nevertheless, a lot of the ground work has been done before,
and is still applicable to this setting.

We have discussed the categorical semantics of modal A-calculi at length in pre-
vious work—see |[Kavvos, [2017blc|: therein we found that categorical semantics of a
S4 modality comprise a Bierman-de Paiva category |Bierman) 2000], viz. a cartesian
closed category (C, x, 1) along with a product-preserving comonad (Q, €, ). Adapt-
ing this to the intensional setting involves exchanging @) : C — C for an exposure
Q : (€,~) % (€, ~) that is comonadic. The crucial factor that one should be aware
of is that no calculation in our previous work depended on the ‘forbidden principle’
f=9g= Qf = Qg. Hence, a lot of the groundwork may be immediately transferred
to the intensional setting.

Nevertheless, there are some differences, and we shall deal with them in this
chapter. One of the main ones is our emphasis on idempotence. In the ensuing
development it will become clear that the idempotent case is particularly elegant and
useful. What is more, the argument made in §4.2.4] viz. that idempotence is the

right notion for intensionality, will be corroborated in this chapter.
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7.1 Setting the scene

First, we shall define certain basic ingredients that we will use for our semantics.
These amount to algebraic short-hands that will prove incredibly useful for calcula-
tions.
We shall define the following arrows by induction (and be lax about the sub-
scripts):
m®=1""% Q1
n+1

n n+1
m D =TT QA mxid o (H Ai) X QAnp = Q (H AZ‘)
i=1 i=1

=1

Then, the m(™’s are natural, in the sense that

o T[Qf ~Q (H ﬁ-) o m™
i=1 i=1

The main contraption in the semantics of S4 was a hom-set map that generalised the

notion of co-Kleisli lifting. In our setting, this will be an operation:

(=) : ¢ (ﬁ QA;, B) - ¢ (ﬁ QAi,QB>

which we define as follows:

f:ﬁQAi—HB
i=1

s o B0 Tl o2, 2% ¢ (ﬁ QAl) <L on
i=1 i=1 i=1

This operation is the categorical counterpart of an admissible rule of S4, which from
O F A allows one to infer (JI' - [JA. In the weaker setting of K, we only have Scott’s
rule: from I' = A infer (JI' - [JA. This is also categorically also an operation:

(-):¢ (ﬁ A,-,B) N (ﬁ QAi,QB>

which is defined as follows:

n

=1

c= T oA ™ ¢ (ﬁAl) oY

i=1 i=1
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It might, of course, seem that both (—)® and (—)* are operations, but what they
have in common is that they both act by applying the exposure () to their argument.
It follows then that they are functions with respect to intensional equality, and hence

well-defined on the x-ray category of €. We write

(=) : (€~e) (H QAZ-,B) e (H @Ai,@3>
(=) : (€~e) (H AZ-,B> e (H @Ai,@B)

However, if (Q,€,d) is idempotent, we can show that (—)* actually preserves inten-
sional equality. For this, we will need the following proposition.

Proposition 11. If (Q,€,0) is idempotent, then for f: [, QA; — B,
QI ~dpoQf
Proof.

QS
~ {definition, @ exposure }

Q*f 0 Qm™ 0 Q (H 5Ai>
~ {Proposition [2|} -
Q*f o Qm!™ om™ 0 (Qda, 0 Qma,)
~ {@Q idempotent, so Qda, ~ 04, }
Q2 0 Q™ om™ o (g4, 0 Q)
~ {product equation, § monoidal }
Q*f 06 0m™ o (Qm)

—
~ {0 natural, inverse of m™ is (Qm;) }

doQf
O
This allows us to infer that
Corollary 5. If Q) is idempotent then (—)* preserves ~¢q: it is a map
(=)= (€,%q) (H QA;, B) — (€,~q) (H QA;, QB>
i—1 i=1
Proof. If f =g g, then Qf* ~60Qf ~doQg~ Qg*. O
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7.2 Distribution and naturality laws

*

We now look at the relationship between the two operations (—)® and (—)*, and we

state and prove certain ‘distribution’ laws that apply to them, and describe their

interaction. First, we note that it is definitionally the case that
n
o o
i=1

for f: ], QA — B.

Proposition 12. Given a comonadic exposure (Q,¢€,0), the following equations hold

up to ~. Furthermore, if Q) is idempotent, they hold up to ~¢.
(1) idy ~ dqa
(i) €4 ~ idga
(iii) Fork: ][\, QA; = B andl: QB — C,
(lok™)* ~ "o k"
(iv) Fork: [, A; = B andl: QB — C,
(lok®)" ~["ok*
(v) Let f: 1], B; = C and g; H§:1 QA; — B; fori=1,...,n. Then
(o (@) ~ o (g

(vi) For f : [[i-, QA; — B and () - [[im, QA — [, QA; for J a list with

elements from {1,...,n},
(fo ()" ~ o (7))

(vii) If (Q,€,0) is idempotent then for f : [[;_, QA; — B and k : [[}_, QD; —
[T, QA; we have
(fok) mq [rok

and hence (f o k)* ~ f*o k.
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Proof. Straightforward calculations involving the comonadic equations. and
are standard from the theory of comonads and functional programming. In the case
of idempotence we can use them alongside Proposition to prove the intensional
equation, e.g.
Q(Zd*A) ~ (SQA @) QZdA ~ 5QA ~ QdA
and hence idy, ~q dga. For use 04 0 Qeq ~ idgeq. and are easy
calculations; e.g. for :
(o k®)
~ { definitions }
QLo QkoQm™ om™ o[ oa
i=1
~ {6 monoidal }
QloQ*kodom™
~ {0 natural }
QlodoQkom™

which by definition is [* o k*. Given idempotence it is simple to use Proposition [L1] to
prove and up to ~¢, without even using the non-idempotent result; e.g. for

(iv);
Qok®) ~dcoQloQk® ~Ql" o Qk®

is a simple but lengthy calculation. With idempotence we have

Q(fo ()
~ {Proposition [11]}
00 Qf o Qg
~ {0 natural, Proposition [2|}
Q*f 05 om™ o (Qgy)
~ {0 monoidal }
Q% 0 Qm™ o m™ o ﬁ 50 (Qg)
~ {product equation, Plgll)osition }
Q*f 0 Qmi™ o m™ o (Qg7))
~ { Proposition 2]}
Q*f o Qm™ o Q((g1))
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and hence (f o (g})* ~qg f*o (E> is a corollary of , once we notice that

7 ~ 4, om;, and use the definition of f* = f*o]] 4. For the idempotent case, notice

that 7 A 0, o m;, or derive it as a corollary of [(vii)]
is an easy calculation:

Q(fok)" ~60Qf oQk ~Qf oQk
which yields (fok)* =g f*ok, and hence (fok)* ~ f*ok. It is worth noting that we

know of no direct calculation that proves (7) up to ~ without going through ~q. [
In other news, (—)* interacts predictably with § and e.
Proposition 13.

(i) Let f: [\, QAi — B. Then dgo f* ~ (f*)". Furthermore, if Q is idempotent

then this equation holds intensionally.

(ii) Let f: [[i_, QA; — B. Then eg o f* ~ f. Furthermore, if Q is idempotent

then this equation holds intensionally.
Proof.
1. Let E =[], QA;. Then

53 o f*
~ { definition }

n

spoQfom™o H(SAi
i=1
~ {0 natural }

Q*fodpom™o ﬁ(SAi

~ {J monoidal } -
Q*f o Qm™ om™ o ﬁ(SQAi o ﬁ(SAi

~ {product is functoriai:izomonagcl equation }
Q*f o Qm™ om™ o ﬁQ(SAi o ﬁ(SAi

~ {Q product—preservinlg: i -

Q*foQm™oQ (H m) om™ o] da,
i=1 i=1

~ { definitions }
()
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If @ is idempotent, we can also compute that

Q3o Qf

~ {Proposition [L1]}
QiodoQf

~ { comonadic equation }
§050Qf

~ {Proposition [11]}
50Qf"

~ {Proposition [11]}
Q((f))

and hence 0 o f* ~¢q (f*)".

2. Straightforward calculation involving—amongst other things—the naturality

and monoidality of e. If () is idempotent, then we calculate that

Qepo Qf”
~ {Proposition [11]}
QepodpoQf

~ { comonadic equation }

Qf

and hence eg o f* ~q f.
O

To conclude this section, we note that a special case of Proposition (7) generalises
the Quotation-Evaluation lemma (Lemma [17)).

Corollary 6. If (Q,¢€,0) is idempotent then for k : [[\~, @B; — QA we have
(EA e} /{))* %Q k
and hence (f o k)* ~ f*o k.

Proof. By Proposition & , (eaok)* mgeokrgk O
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7.3 Fixed Points with Parameters

In §6] we discussed two types of fixed points, EFPs and IFPs. The first type concerned
arrows f : A — A, whereas the second pertained to arrows f : QA — A. However, if
we are to formulate a categorical semantics of PCF and iPCF, we are going to need a
slightly more general notion of each fixed point, namely a fized point with parameters.
The parameters correspond to the context of free variables in the presence of which
we are taking the relevant fixed point.

In the case of extensional fixed points, the context appears as a cartesian product
in the domain of the morphism, which is of type t : B x Y — Y. B is usually of the
form ], B;. Indeed, this is what happens in the categorical semantics of PCF, for
which see Hyland and Ong| [2000], [Poigné| [1992], or Longley| [1995]. It is not at all
difficult to generalise Lawvere’s theorem to produce this kind of fixed point.

We then move on to intensional fixed points. The situation in this case is slightly
more nuanced, for—as we saw in §6.2—we essentially need to model our fixed points

after Lob’s rule, viz.

04— A
A

Adapting this rule to a parametric version is not a trivial task, as it is almost equiva-
lent to developing proof theory for it. However, we can look to our previous work on
the proof theory of GL [Kavvos, 2017bllc] to find a good pattern. We briefly discussed
that work in §6.2] The right form of the generalised rule is

ONTHFOA— A
Or - 0OA

However, since iPCF is based on an S4-like setting, the 4 axiom is available. Thus, it
suffices to consider a rule of the following shape:
OrFOA— A
Or+0OA

Indeed, this is very close to the rule we used for iPCF in §3} the only remaining step is
the weaken the fixed point by dropping the box in the conclusion, thereby mimicking
the form of Lob’s rule more commonly found in the literature. Therefore, IFPs with

parameters will pertain to arrows of type

f]]@BixQA— A
=1

145



and yield
fJ[eB — A
i=1

We thus arrive at a kind of context for IFPs that consists of a handful of intensional
assumptions ) B;. We elaborate on that in

But, before that, let us recall the extensional case.

7.3.1 Extensional Fixed Points with Parameters

Suppose we have a cartesian 1-category C. An arrow
f:BxA—A

can be considered as a sort of endomorphism of A that is ‘parameterised’ by B.
Type-theoretically, we will consider B to be the context, and we can take the EFP
‘at A

Definition 48. Let C be a cartesian 1-category. A parametric extensional fixed point
(parametric EFP) of f: B x A — A is an arrow f: B — A such that the following

diagram commutes:

i T
Bl By oA
le
[
A

Definition 49 (Extensional Fixed Points with Parameters). A cartesian category C
has parametric extensional fizved points (parametric EFPs) at A € C just if for all

B € C there exists a map
(- :C(B x A, A) — C(B, A)
such that for each f : B x A — A, the morphism f7: B — A is a EFP of f.

This, of course, is an ‘external view’ of what it means to have parametric EFPs in
a category. However, in typed A-calculi we often include a fixed point combinator
Ys: (A — A) — Ain our calculus, which is rather more ‘internal.” This fixed point

combinator can be either weak or strong, and always occurs in the context of a CCC.

Definition 50 (Fixed Point Combinators). Let C be a cartesian closed category.
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1. A strong fized point combinator at A is an arrow Y : A4 — A such that

AA BB A 4

2. A weak fized point combinator at A is an arrow Y : A4 — A such that, for each
f:BxA— A, the arrow

YoAMf):B— A

is a EFP of f.

Surprisingly, we have the following theorem.
Theorem 57. In a cartesian closed category C, the following are equivalent:
1. A strong fixed point combinator at A.
2. A weak fixed point combinator at A.
3. Extensional fixed points at A.
Proof. We will prove a circular chain of implications.
CASE(1 = 2). If Y : A4 — Ais a strong FPC, then
YoA(f)=evo(id,Y)oA(f) =evo (A(f),Y o A(f)) = fo(id,Y o A(f))
so Y o A(f) is a fixed point of f.
CASE(2 = 3). Trivial: define (=)' by M-abstraction and composition with Y.

CASE(3 = 1). A strong FPC Y at A is a fixed point of ev : A4 x A — A.
Hence, if we let
YAt A
then Y =evo (id,Y).
[

Finally, we note the following naturality property, which we learned from [Simpson
and Plotkin| [2000].
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Lemma 25. EFPs induced by a (strong or weak) fized point combinator satisfy the
following equation: for any f: Bx A— A and g : C — B,

(folgxida)t=flog

Proof. We have

(fo(gxida)! =Y oA(fo(gxida)=YoAf)log=flog
by naturality of the A(—) operation. O

It is easy to extend the cartesian version of Lawvere’s theorem to one that also
yields fixed points with parameters: we redefines weak point-surjections to include a

parameter.

Definition 51 (Parametric weak point-surjection). An arrow r : X x A — Y is a
parametric weak point-surjection if for every f : Bx A — Y thereexistsaxzy: B — X
such that

Va:B — A.ro(xs,a) = fo(idg,a)

The only change in the main theorem is that the fixed points of an arrow of type

B xY — Y now have type B — Y instead of being points of Y.

Theorem 58 (Parametric Recursion). If r: A x A — Y is a parametric weak-point

surjection, then every arrow
t:BxY =Y

has a EFP.
Proof. Let

idp X (ida,ida

FYBxA LBx(AxA) 7 pxata

Then there exists a zy : B — A such that
ro(xga)=foa
for all a: B — A. Then
ro (g, xy)
= { definition of parametric weak point-surjection }
to(idg xr)o(idp x (ida,ida)) o (idp, xf)
= {various product equations }
to(idg,ro(xs xs))

so that 7o (zf,x¢) is a EFP of t. O
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7.3.2 Intensional Fixed Points with Parameters
Without further ado, we generalise IFPs to include parameters.

Definition 52. Let (Q,€,d) be a product-preserving comonadic exposure. A para-
metric intensional fived point (parametric IFP) of f : [[\_, @B; x QA — A (w.r.t.

Q) is an arrow
fJ[eB — A
i=1

such that the following diagram commutes up to ~:

" Gd,(£1))
[[i2, @B —— [[-, @Bi x QA
ffl /
A

If f: ][, QB x QA — A, then fT: [, QB; — A, so (f1)" : [[lL, @B; — QA, so
this diagram has the right types.

This definition is a generalisation analogous to the one for EFPs. The context is
intensional (], @B;) instead of extensional (B =[]}, B;), and fT appears under
the co-Kleisli lifting, so essentially under an occurrence of (). Notice that we have used
both product-preservation and the quoter § : ) R Q? for this definition; this probably
corresponds to the fact that that the 4 axiom (OA — OOA) is a theorem of provability
logic: see |[Boolos| |1994] Kavvos|, |2017blc|. Since we are in a categorical logic setting,
an appropriate gadget standing for the 4 axiom must be given as a primitive, alongside

appropriate coherence conditions (e.g. the first comonadic equation).

Definition 53 (Intensional Fixed Points with Parameters). Let (Q, €, ) be a product-
preserving comonadic exposure on B. We say that B has parametric intensional fived
points at A (parametric IFPs) just if for any objects B; € C there exists an operation

(_)%? 1B (ﬁ QB; x QA,A> --» B (ﬁ QBZ-,A>
=1 i=1

k3

such that for each arrow f: [[[_, QB; x QA — A, the arrow fT: [[",QB; — A is

an intensional fixed point of f.

_>

We often write f1 for succinctness, without specifying the context B;.
In analogy to EFPs, there is a similar ‘internal’ view of this definition, related
to the Gddel-Lob axiom. However, in contrast to what we had before, it comes with

certain caveats. But first, some more definitions:
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Definition 54 (Intensional Fixed Point Combinators). Let there be a cartesian closed

P-category B, along with a product-preserving comonadic exposure (Q,€,d) on it.

1. A strong intensional fized point combinator at A (w.r.t. () is an arrow
Y Q(AYY) = QA

such that the following diagram commutes up to ~:

Q(AQA) & AQA « QA

/| Jo

QA > A

2. A weak intensional fixed point combinator (w.r.t. @) is an arrow
Y Q(AYY) — QA

such that, for each f: ][/, @B; x QA — A, the arrow

HQBi ()" Q<AQA> X)QAG—A>A

i=1

is a IFP of f.

Theorem 59. Let B be a cartesian closed P-category, along with a product-preserving

comonadic exposure (Q,€,9) on it.

1. If (Q,€,0) is idempotent then a strong fized point combinator is also a weak fized

point combinator.

2. A weak fized point combinator Y : Q(A®Y) — QA implies the existence of

intensional fived points at A.

3. The existence of intensional fixed points at A implies the existence of a strong

intensional fized point combinator at A.

Proof.
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1. Let Y : Q(A9?) — QA be a strong FPC. Then, given f : []"_, QB: x QA — A,

we may calculate that

eoY o (\f)

~ { definition of strong FPC }
evo (e,Y) o (Af)*

~ {naturality of product, Proposition }
evo (A\f,Y o (A\f)")

~ { cartesian closure }

folid,Y o (Af))

But as @ is idempotent and Y o (Af)* : [T, @B; — QA, we can use quotation-
evaluation (Corollary [6) to conclude that (e oY o (Af)*)* =q Y o (Af)*, and
hence that we have a IFP.

2. Trivial.

3. Let
9 QA x QA =y A9 QA A

Then we can show that (g7)* : Q(A91) — QA is a strong FPC. It is easy to
calculate that g" ~ ev o (e, (gT)*) and hence that

€0 (gT)* ~ gl ~evo (e, (gT)*>

by using Proposition .
O

It is interesting to examine if and when the map (—)" might turn ~g to ~, or
even preserve it. In fact, it is easy to see that if \(—) preserves =, then we can build
a (=) that turns it into ~: a weak FPC suffices. If Q is idempotent then (=) also

preserves %Q .

Lemma 26. IfY : Q(A®Y) — QA is a weak FPC, and the map
Ao(=) : €(C x A, B) — ¢(C, BY)
preserves the intensional equality =g, i.e. is a map
A=) (€ ~0) (€ x A, B) > (€. ~q)(C, B
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then the IFPs induced by fT = es0Y o (A(f))" turn ~q into ~, i.e. (=)t is a map

(=) (B, ~0) (HQB x QA, A)—MB(HQB“A>

Moreover, if Q is idempotent, then (—)1 preserves ~¢, and hence is a map

(=) (B, ~0) <HQB x QA, A) (B, ~0) (HQB“A>

Proof. Since A\(—) preserves ~( (by assumption), and (—)* turns that into ~ (§7.1)

*

the result follows. In the case of idempotence observe that (—)* also preserves =g

(Corollary , and so does post-composition with eo Y. n

A similar argument will yield that, if A(—) is natural up to /¢, then so are the fixed

points in a certain sense.

Lemma 27. If (Q,¢,0) is idempotent, Y : Q(A®4) — QA is a weak FPC, and
Ao(=): €(C x A, B) — ¢(C, BY)

is natural up to =g, i.e.

A(folgxid)) =q A(f)oyg

def

then the IFPs induced by fT = e oY o(A(f))" are also natural, i.e. for f: ]\, QB;x
QA — Aandk : H?Zl QC; — 111, @B;, we have
(fo(kxid) ~qg flok

Proof. Use naturality for A(—) up to ~¢q, Corollary 5| for the preservation of ~g by
(—)*, and finally Proposition to show that (A(f) o k)* ~q (A(f))" o k. O

There is also a weaker version of this lemma that does not require idempotence: it
states that if f : ], QB;x QA — Aand g; : C; — B;, then (f o ([[1, Qg: x id))" ~
ffo [T, g;- However, we do not find any use for it in the sequel.

We can summarise the above results by saying that if we have
e an idempotent comonadic exposure (@, €,d);
e any of our three flavours of IFPs (strong, weak, (—)7);

e a \(—) that preserves ~( and is natural up to it

then we obtain IFPs at A, which preserve ~¢ and are natural up to ~¢. While this
is nice and useful, we will see in that in the most intensional of P-categories it

will emphatically not be the case that A(—) preserves ~,.
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7.4 A Parametric Intensional Lawvere Theorem

In the final section of this chapter we shall generalise the Intensional Recursion The-
orem (Theorem to a version that admits parameters. The theorem will now
guarantee the existence of parametric IFPs.

Accordingly, we will have to also change the antecedent: neither weak point-
surjections (Def. nor parametric weak point-surjections (Def. are adequate
anymore. We shall therefore introduce a variant, which—due to lack of imagination on
the part of the author—we shall call an intensional parametric weak point-surjection.
The only essential difference is the restriction of the arbitrary context B to an inten-

sional one, viz. of the form [[}_, @B;.

Definition 55 (IPWPS). An arrow r : X x A — Y is a intensional parametric
weak point-surjection (IPWPS) if, for every f : [[_, @B; x A — Y, there exists a
zy: [, @B; — X such that

Va : HQBZ — A.ro(xyp,a) = folid, a)
i=1
Armed with this, we can now prove a theorem analogous to the Parametric Recursion
Theorem (Theorem [p8), but yielding IFPs instead. Recall that in the Intensional
Recursion Theorem (Theorem we only needed a particular component of § to be

‘reasonable,” but in this case we will require full idempotence.

Theorem 60 (Parametric Intensional Recursion). Let (Q, €, ) be a product-preserving

idempotent comonadic exposure. If r : QA X QA — Y is a IPWPS, then every arrow

t:ﬁQBixQY—ﬂ/

=1

has an intensional fixed point.

Proof. Let

n

FETleB x @A =TT QB < (@A x Q4)
i=1 =1
idxr* HQBl % QY
1=1
t

Y
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Then, there exists a z : [[}_, @B; — QA such that
rof(xys,a)~ folid, a)
for all a : [[_, @B; — QA. We compute that

rolzg,uy)
~  {definition of IPWPS }
to(idxr*)o (id x (id,id)) o (id, xy)
~q {product equation, naturality of brackets }
to(id,r* o (xg, xy))
~q {idempotence: Prop. [1Xvii)]}
to(id, (ro(zs xs))")

so that r o (zs,z¢) is a IFP of t. O

Notice that we are allowed to use Proposition only because (zs,xys) : [[}_, @B; —
QA x QA is of the right type, i.e. there are occurrences of () ‘guarding’ all the types.

Naturality

As we saw in §7.3.2] the main reason for introducing parametric IFPs is to have a con-
text [[7_, @B;. In turn, a context is useful because one can substitute for any objects
in it, as they represent free variables. In this light, naturality is a key property: it
states that substitution (composition) commutes with the (type-theoretic/categorical)
construct in question; we will discuss that more in §§

We showed in Lemmata [26] and 27] that, in the idempotent setting, if IFPs are
induced by a weak FPC, and A\(—) preserves =, then so does (—)', and moreover it is
natural. But what about the IFPs produced by the Parametric Intensional Recursion

Theorem?
ATPWPS r: QA x QA — Y induces a map

F]]QBxQA—=Y — a,: [[@B: = QA
=1 =1

and then we can define (—)": B ([, QB: x QY,Y) --» B ([, @B;,Y) to be
t— fi—xp, —> 1o (T, Tp,)
where f, = t o (id x ) o (id x (id,id)) : [[\~; QB; x QA =Y.
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The final map xy, — 7o (zy,, xy,) is clearly natural and preserves both ~ and =,
as (-,-) does. But what about the rest? Suppose that we pre-compose t with g x id,
where g : [[}L, QD; — [[[=; @Bi. The map ¢ — f; clearly preserves both ~ and ~,

and moreover it is natural, in the sense that

Jro(gxiay =g fro (g x id)

because of the interchange law for cartesian products, which holds up to ~.

This leaves only the difficult case of f — x. For naturality, we would needﬂ
xfto(gxid) ~Q T og
which easily follows if f — 2 preserves ~q, andﬂ
Tho(gxid) ~Q Th© 9

In that case @y, .. ®Q Tfio(gxid) FqQ Tf, © g, and hence

(to (g xid) mg ro(T s, )i ey @ T0(T 1,00, 71,09) R 1o(1y,, 1,)0g ~q tlog

Hence, to obtain naturality we would need that the IPWPS be ‘natural,” and that
f =y turn =g to ~.

Corollary 7. If the IPWPS r: QA x QA =Y of Theorem [6(] is such that f — x;

preserves =g (or, equivalently, turns ~¢q into ~), and is ‘natural’ insofar as
Lfo(gxid) FQ Lf O Y

(equivalently, with ~) then the induced (=)' is a map

n

(—)F: (B, =g) (H QB; x QY, Y) — (B, ~q) (H QB;, Y)

i=1 i=1

which is natural up to ~q, i.e.

(fol(gxid) mq fiog

!Note that because of idempotence and the type of x s, ~ suffices.
Ditto.
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Chapter 8

Intensional Semantics of iPCF 11

In this final chapter, we shall use all our results up to this point to attempt to
produce an intensional semantics for iPCF. The intended—but, as it transpires,
unachievable—result is that the category of assemblies 2Asm(K) is a model of iPCF.

We have shown in previous chapters that a product-preserving comonadic exposure
satisfies most of the standard equations of a product-preserving comonad. It should
therefore be the case that, given such an exposure, one can use it to almost directly
interpret the Davies-Pfenning fragment of iPCF. However, this is not so straightfor-
ward. The main ingredient of our soundness result is a substituion lemma, which
relates the interpretation with substition. Since we are allowed to substitute terms
under box (—) constructs—which we model by (—)*—we need the substitution lemma
to hold up to ~¢ at that location. Furthermore, since we may have multiple nested
occurrences of boxes, we will need that (—)* preserve /¢, which is the case if the
comonadic exposure is idempotent (Cor. . Thus idempotence is essential.

Once this is decided, we run into a second issue. Suppose that there is a A\ in a
term, which we model by the function A(—) of a cartesian closed category. Since this
A might occur in the scope of a box (—), and a (modal) variable for which we want to
substitute might occur under that A, the above soundness result requires that A(—) be
natural up to ~g. Whereas in the case of 2sm(kK), the exposure is idempotent, we
have no guarantees at all about the naturality of A(—)—see §5.2.5] We will therefore
need to forbid \-abstractions with free variables under boxes.

The above suffices to interpret the Davies-Pfenning fragment, in an intensional
sense. The remaining piece of the puzzle pertains to the construction of IFPs. This is
easy for booleans and naturals, but at higher types we are only able to use an inductive
construction that only builds IFPs for a certain kind of intensional exponential ideal:
if X is any object and Y is in the ideal, then Y?¥ is in the ideal as well. We also
face certain difficulties in showing that the IFPs are natural, as per §7.4] and lack of
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naturality entails lack of substitution. It follows that we must constrain the taking of
IFPs to closed terms, at only at certain types.

We are thus led to reformulate iPCF, or—more specifically—to admit only a
subset of it. To reach this subset, we first layer it, so as to separate the intensional
layer—where everything will hold up to ~g—and the extensional layer, where things
will hold up to ~. Since the modality already implicitly enables this kind of layering,
this will be a minor change. Nevertheless, it decisively quells the problem, as we will
never need to substitute in a A-abstraction under the box, so the desired lemma holds
up to ~¢ at that location. In the case of IFPs, our only option is to alter the fixed
point rule.

The resulting language is called iPCF v2.0. On the one hand, the new language
has Asm(K;) as a model; on the other, a lot of expressiveness has been lost. We
discuss what has been lost, and when one can regain it. In particular, we can model
iPCF itself when given a natural iPCF v2.0 model. Furthermore, a weakly extensional
model of iPCF v2.0 is already natural; the terminology comes from PCAs: if A is a
weakly extensional PCA, then 2Asm(A) is a weakly extensional model, and hence a
model of iPCF; see also §5.2.5]

8.1 iPCF v2.0

We promptly introduce iPCF v2.0. We shall not prove any theorems in this section,
because we have formally proven all of them in AGDA: see Appendix[A]for the proofs.
Each typing judgement of iPCF v2.0 will be annotated by a J, like so:

A;THs M:A

The possible options for 7 will be “int.” for intensional, and “ext.” for extensional.
The revised system appears in Figure The occurrence of a generic 7 in these
rules is universally quantified. There is little else to say apart from the fact that these
rules enforce the prohibition of free variables under a A in the intensional judgements.
In programming language terms this could be transliterated as the prohibition of the
creation of closures (= A-abstraction + environment for free variables). Of course,
a term can then only be placed under a box if it is intensional, but the boxed term

itself can be either intensional or extensional:
Ak M A
A;T'Eg box M : A
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Figure 8.1: Syntax and Typing Rules for Intensional PCF v2.0

Ground Types G == Nat | Bool
Types A, B := G|A—B|OA
Fixable Types Ajy t= G| 0A = Ag
Terms M,N == x| z:A. M| MN |box M |let box u <= M in N |

n | true | false | succ | pred | zero? | D¢ | fix zin M

Contexts I'A == - |[Lz:A
(b € {true, false})
A;T'Fs7n: Nat A;T'F4b: Bool
f € {succ, pred
A ;T g zero? : Nat — Bool A;Fl—jf:Nat—>Nat( t }

A;TF7Dg:Bool -G —G—G

(var) (Ovar)
AT, AT Fra: A AwA AN TEru: A
A:T.2:AFo M:B ATk, M:A—B A:Tk;N:A
(—7) (=€)
A Thkgg \eA-M:A— B A;T'F7 MN : B
Aok M A A;TH,M:0OA AuwA;TF;sN:C
(0O7) (0€)
A;TF7box M :OA A;T'Fgletboxu<= MinN:C

32t UAg e M2 Afix
AT g fixzin M : Agy

s x:AFs M B
AT Fpe desA.M:A— B

(Ofix)

(_> Iint.)
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We can only A-abstract in an extensional term, yielding another extensional term:
AT x:Abe. M : B
AT ke \etA.M:A— B

But if this term has no other free variables, then the result can be an intensional term.

Of course, we must not forget to include the ‘opportunity’ to weaken the context:
xAFgs M B
AT Hp AdesA.M:A— B

We shall also change the rule for intensional fixed points, which now reads
320 OAgx Fine. M2 Agix
AT g fix zin M = M[box (fix z in M)/z] : Agix

(Ofix)

So fix z in M recurses, but it can only do so when M is closed to everything else save
the ‘diagonal’ variable z. What is more, we can only invoke this rule for types Agy

generated by the following grammar, where A is any type at all:
Aie = Nat ’ Bool | OA — Agy

Theorem 61. The following rules are admissible in 1PCF v2.0:
ATk M:A AT, M: A

The standard admissibility results for iPCF are also valid in iPCF v2.0, but they are

now parametric in 7.

Theorem 62 (Structural). The standard structural rules of iPCF (as stated in The-
orem are admissible in 1PCF v2.0, parametrically up to J.

The situation with the cut rule, however, is slightly more complicated, and this has
to do with the nature of the term being substituted. If we substitute an intensional
term for a variable, the resulting term will still retain its original disposition (int. or
ext.). However, if we substitute an extensional term, we force the resulting term to
be extensional. Similarly, and because of (JZ), we may only substitute an intensional

term for a modal variable, and that leaves the disposition of the term invariant.
Theorem 63 (Cut for iPCF v2.0). The following rules are admissible in iPCF v2.0.

1. (Cut-Ext)
A;TF N: A AT, ATy M: A

AT T Foy MIN/2]: A
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2. (Cut-Int)
AT Fpe N:A AT, AT F, M: A

AT, T 7 M[N/z]: A

3. (Modal Cut)
As-bipe N:A AwAAN ;T M:C

AN TF7 M[N/u] : C

In light of those theorems we reformulate the equational theory of iPCF (Figure
for iPCF v2.0. The resulting theory can be found in Figure Curiously, we see
that a form of the congruence rule for O reappears, even though the considerations of
Davies and Pfenning led us to banish such rules in §3] When proving soundness, we
will see that this rule reflects the fact shown in Corollary [f viz. that (—)* preserves

intensional equality ~q.

Expressitivity of iPCF v2.0

It is easy to see that every typing judgment of iPCF v2.0 is also a typing judgment
of iPCF": each rule of v2.0 is a special case of the rule for iPCF. Hence, iPCF v2.0 is
in some sense a proper subset of iPCF.

We can thus conclude that, by moving to v2.0, we have lost some expressivity.

This is centred around three limitations:

1. no free variables under A-abstractions in the modal/intensional fragment, i.e.

under a box (—);

2. IFPs can only be taken when there is exactly one free variable, the diagonal

variable, and that must be of modal type; and
3. IFPs can only be taken at certain types

The first limitation is, in a way, double-edged. On the one hand, it is reasonable
and familiar from someone coming from the computability theory, especially from the
perspective of Jones [1997]. Indices do not have “free variables”; sometimes they are
meant to have more than one argument, and in those cases we use the s-m-n theorem
to substitute for one of those; this can be simulated here using A-abstraction. On
the other hand, this limitation invalidates every single one of the original examples of
S4-typed staged metaprogramming of \Davies and Pfenning [2001] (power, acker, ip,
etc.—see §7 of that paper): in almost all cases, a box (—) containing a A-abstraction

with free variables is implicated in the result.
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Figure 8.2: Equational Theory for Intensional PCF v2.0

Function Spaces

A;T'Fg N A AT, AT 7 M: B

, —B8)
AT T Foxt. (Av:A.M)N = M[N/z| : B
A;TFs M:A— B x & tv(M)
(=)
AT ko M= e:AMz: A— B
Modality
Ak M A Au:A;TH;s N:C ©p)
AT Fgletboxu < box M in N =N[M/z]:C
ATy M:OA
(Cn)

AT Fgletboxu < M inboxu=M:0A

A;-Fy M=N:A

(Ocong)
A;T Fz7box M =box N : A

vz OAR M- A
AT kg fixzin M = Mbox (fix zin M)/z] - A

(Ofix)

A;TFys M=N:0A AT, P=Q:C
A;TFsletboxu<«< Min P=letboxu< NinQ:B

(Olet-cong)

Remark. In addition to the above, one should also include (a) rules that ensure
that equality is an equivalence relation, (b) congruence rules for A-abstraction and
application, and (c) rules corresponding to the behaviour of constants, as e.g. in
Figure [3.2
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The second limitation seems reasonably innocuous, but it is actually more severe
than it looks. As an example, it renders the intensional fixed-point combinator—
whose type is the Godel-Lob axiom, see §3.4—untypable:

Y4 = Az : O(0A — A). let box f < x in box (fix z in f 2)
FYs:OOA— A) - 0OA

Notice the characteristic occurrence of f within the fix z in (—) construct. This par-
ticular limitation is severe, and increases the distance between iPCF and provability
logic: Lob’s rule does not even imply the Godel-Léb axiom. This has to do with the
‘loss of naturality’ that occurs when we constrain the fixed point rule: the [J in the
antecedent J(A — A) means that ‘only code variables can be found in the input
data,” and this is too weak an assumption to use Lob’s rule, which requires exactly
one free variable, the diagonal one. This could be fixed by redefining box (—) to
only enclose completely closed terms, but then we completely obliterate the expres-
sive content of iPCF. If we did that, modal types would not be useful for anything
at all, leading us to add more and more combinators that do specific things, e.g.
something like app : (A — B) — OA — OB with a d-reduction of the form
app (box F')(box M) — box F'M. We are not sure that this approach is sustainable.

The relationship of this second limitation with computability theory is more sub-
tle. Using the SRT on a program with a ‘free variable’ made no sense at all, as using
it on a program with ‘two arguments’ was the norm; thus, not much seems to be lost.
However, we remind the reader that ‘constructive’ versions of the SRT are available
in computability theory, e.g. there is a a partial recursive function n(—) that, given
an index e, returns n(e) which would be a sort of IFP of e: see §2.1.2] These, one
would expect, are intensional fixed point combinators. The fact that we cannot de-
fine an intensional fixed-point combinator with the Goédel-Lob axiom as type means
that this is not possible to do within iPCF v2.0, not unless we redefine [J to mean
completely closed. This is a serious limitation towards the goal of making iPCF v2.0
a typed ‘language of indices’ that works more or less in the style of |Jones [1997]. The
only way out of this impasse would be to show that our intended model is natural, so
that we could model iPCF itself. We discuss this further in §3.4]

8.2 Interpreting iPCF v2.0

We have finally made it to the categorical interpretation of iPCF v2.0, which we will

use the algebraic machinery developed in §7] to define. We assume that the reader
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has some background on the categorical semantics of simply-typed A-calculus. Useful
expositions include the classics by |[Lambek and Scott [1988] and |Crole [1993], as well
as the detailed presentation of Abramsky and Tzevelekos [2011]. For the details of
the categorical semantics of modal A-calculi see [Kavvos, [2017blic|.

First, we define the notion of a iPCF v2.0 model.

Definition 56 (iPCF v2.0 model). An iPCF v2.0 model consists of
(i) a cartesian closed P-category (€, ~, x,1);
(ii) a product-preserving idempotent comonadic exposure (@, €,0);

(iii) a choice of objects N and B, suitable for interpreting the constants (see Hyland
and Ong| [2000]); and

(iv) maps (=)' yielding IFPs at all the objects generated by
I == B | N | 9
for all Z € €, as per Definition [53

Given an iPCF v2.0 model we define an object [A] € € for every type A of iPCF, by
induction:
[Nat] £ N
[Bool] = B
[A — B] < B
[04] = Q[A]

Then, given a well-defined context A ; I' where A = wu:By,...u,:B, and ' =

r1:A1, . Tt Ay, we let
[A;T] = QBy x -+ X QBy X Ay X -+ X Ap,

where the product is, as ever, left-associating.

We then extend the semantic map [—] to one that associates an arrow
[A;TFM:A]:[A;T] — [4]

of the P-category € to each derivation A ;" M : A. The full definition is given in

Figure The map
mat [AT] = [A ]
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Figure 8.3: Categorical Semantics for Intensional PCF v2.0

[AT, AT Fya: Al S r: [A;T, 2:AT] — [A]
[A wA A Thru: Al Eeqom: [AwA A T] — [OA] — [A]
[A T Foxe. At:AM A — Bl EN([A T,z : Abeq. M: B]): [A;T] — [B]M
[A; T Fiye Av:A.M : A — B] d:ef/\([[- cx Al M BJ owzl’[[Aﬂ> ol:[A;T] — [[B]][[A]]
[A;TF; MN:B]=evo([A;T+; M:A— B],[A;T+; N:A])

[A:Tksletboxu< MinN:C] ¥ [AwA:Tk; N:C]o (7, [A;TF; M:OA], 70

Definitions for modal rules

[A:T s box M : OA] = [A ;- e, M : A] 07"

[A:Thsfixzin M:A] S [ ;2:0AF M:A] o!
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is the obvious projection. Moreover, the notation <7T_A>, 7, 7?>p> stands for

<7T—A>,f,7'('_1">>g<7’(’1,...,Wn,f,ﬂn+1,...,ﬂn+m>

The first thing we need to observe is that there is no difference in the interpretation
if the term is intensional or extensional: if a term can be both, it has the same

interpretation.

Lemma 28. If A;T' ;0 M : A, then
[A; T i M2 A = [A; T b M2 A]

where = stands for strict equality.

8.3 Soundness

The main tools in proving soundness of our interpretation are (a) lemmas giving the
categorical interpretation of various admissible rules, and (b) a fundamental lemma
relating substitution of terms to composition in the category. In the sequel we often
use informal vector notation for contexts: for example, we write 4 : B for the context
uy : By,...,u, : B,. We also write []\7 /i for the simultaneous, capture-avoiding
substitution [Ny/ug, ..., Ny /uy).

First, we interpret weakening and exchange.
Lemma 29 (Semantics of Weakening).
1. Let AT, x:C T bipy. M 2 A with x € ¥V (M). Then
AT, 2:C T by M A mg [A5 T, T by M2 Al o
where : [A; T, 2:C, T'] — [A; T',I'] is the obvious projection.
2. Let AU, a:C 1" boyy. M 2 A with x & ¥V (M). Then
[A;T, 2:C T Foyy. M2 A] ~ [A; T, T boy. M : A]om

where m @ [A; T, 2:C,T'] — [A;T,IV] is the obvious projection. If the iPCF
model is weakly extensional (see then the result holds up to ~q.

3. Let Ayu:B, A ;T by M 2 A with w € ¥V (M). Then
[A,w:B, A" T by M A] mg [A, A" ;T by M2 Ao
where 7 : [A,u:B, A" ;] — [A,A"; T'] is the obvious projection.
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4. Let Aju:B, A" ;T oy M 2 A withu € ¥V (M). Then
[A, w:B, A" ;T ke M2 A ~ [A,A ;T by M2 Al o

where m : [A,uw:B, A" ;T — [A,A";T] is the obvious projection. If the iPCF
model is weakly extensional (see then the result holds up to ~q.

Proof. By induction on the derivations. Most cases are straightforward.

The first one holds up to ~¢ because it essentially consists of projecting away
components, which holds intensionally: the fact the judgement is intensional means
no \’s are involved.

The second one holds only up to ~, because of the occurrence of A(—)’s in the
semantics. If moreover the model is weakly extensional, A(—) preserves ~¢ (Cor.
5) so we can strengthen the inductive hypothesis to ~¢ and obtain the result up to
intensional equality.

The third one also follows easily. In the case of a box (—), the term within it
is intensional, so we use the induction hypothesis and the factE| (—)* preserves ~g.
We then know that (—)* is natural for projections (Prop. up to ~¢ (due to
idempotence). There is not much to show in the case of fix z in (=), as no modal
variables occur freely under it.

The fourth one is perhaps the most complicated, and only holds up to ~, again
because of the occurrence of A(—)’s. In the case of box (—), the term within it is
intensional, so we use the third result and the fact (—)* preserves =, followed again

by naturality for projections. The case of fix z in (—) is again trivial. O

We can also show that the components of the interpretation interact in the expected
way with the corresponding term formation rules in the language. These follows
from the analogous lemmata in §7.1] which show that the necessary equations hold

intensionally in a iPCF model, i.e. when the exposure () is idempotent.

Lemma 30 (Double box). If A;-+F7 M : A, then

[A;T F7 box (box M) : OOA] =g dao[A;T g box M : OA]

I This is where idempotence is essential, otherwise this would hold only up to ~ and the inductive
hypothesis for box (—) would fail.
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Proof. Let f < [A;-F; M : A]. Then

[A:T Fz box (box M) : OOA]
~q {definitions }

(f*) o 7T
~q {Proposition 13}

Sa0 f*omi?
~q {definitions }

dao[A;T Fzbox M :OA]

L
Lemma 31 (Identity Lemma). For (u; : B;) € A,
[A;T Fgboxu, : OB;] ~q Wég;
Proof.
[[A ) r l_J box Uj - DBZ]]
~q { definition }
< JAND >* A &
€B; ©Top, | ©Ta
~q {Proposition [12]}
* A;- A;D
€B; °ToB, ©Ta
~q {Proposition [12|[(ii)] projections }
A;D
ToB;
O

Lemma 32 (Semantics of Substitution). Suppose that A ;T' =5 M; = A; for i =
1,...,n, and that A; -+ N Bj for j=1,...,m, and let

B; Z AT b box N; - OB;]
o DA TR, M A

Then,
1. ifﬁ:é;f:gl—mt,P:C, we have
[[A;FFyP[N/[L',M/f]:CH ) [[ﬁ:é;f:fl‘l—mt‘P:CH O<F,3>
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2. ifi:B:%: Ak P:C, we have

[[A;Fl—m, P[N/ﬁ,M/f]:C]] ~ [[ﬁ:é;f:gl—m_P:C]] o<?,3>

Proof. By induction on the derivation of « : B ;T A g7 P : C. Most cases are
straightforward, and use a combination of standard equations that hold in cartesian
closed categories—see [Crole} (1993 §2]—in order to perform calculations very close
the ones detailed in |[Abramsky and Tzevelekos, 2011} §1.6.5]. Because of the precise
definitions we have used, we also need to make use of Lemma[29]to interpret weakening
whenever variables in the context do not occur freely in the term. We only cover the

modal cases.

CAsgE(Ovar). Then P = u; for some u; amongst the @. Hence, the LHS is
A T ke N; @ B;, whereas we calculate that the RHS, in either case, is

[{ﬁ:é;f:fﬂjpzcﬂ o (B, &)
~q {definition, projection }
€p, © [A ;T Fine. box N; : OB
~¢g {definition }
€B, 0 [A ;- Fine. Ni: B o Wﬁ;r
~q {Proposition [13}
[A;- b N;: B o Wﬁ;r
~g {Semantics of Weakening (Lemma 29) }
[A; T b N;: Bi]

CASE(DT). We have that @ : B: @ : A ks box P : OC, so that ¥ :
ﬁ i+ Fit. P C, with the result that none of the variables 7 occur in P. Hence
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P[N /@i, M /%] = P[N /], and we calculate, in either case:

HA;erbm(memﬁwﬂ)wmﬂ
~q {definition, and non-occurrence of the 7 in P }
[[A - i, P[N /] - C’ﬂ* oyt
~q {IH, (—)* preserves ~¢ (Corollary [o]) }
([{E: Bty P Cﬂ o <[[A o box N, - DBi]]>)* o
~q {Proposition [12]}
i: B b P2 C) o ([A7 Fue box N DBZ-]]?‘> o AT

) {_naturality of product morphism, definition }

-1_[: B b P C'- ) o <[[A ;T Fine. box (box IV;) : DDBJD
o {_Double box (Theo_rem B0), (-,-) preserves ~q }

@B Fu P:C| o <5u31-11 o [A T Fing. box N : DBZ-]]>

o {-product after angled brackets }

’l_[ é . |_int. P C ) e} HéﬂBzﬂ (e} <[[A ) T I_int. box Nz . DBZ]]>
) ’ i=1
~q {some projections and definition of (—)* and [—] }

ﬁ:é;f:gl—JbOXP:DCHo<F,3>

CASE(Ofix). We have that u § o Z - fix zin P: C, so that 7 : ﬁ;z :
OC b, P : C, with the result that none of the variables 7 occur in P. Hence
P[N /i, M /%] = P[N /], and we calculate:

HA ;T E7 fix zin (P[N/ﬁ, ]\Zl/f]) : Cﬂ
~q {definitions; only z is free in P}
[:2:0C Fu. P:C]o!
~g {definition }
[ ;- Fint. fix zin P:C] o!

~q {projections, definitions }
Hﬁ:é;f:gl—jfixzinP:Cﬂ O<F,5>>

Theorem 64 (Soundness).
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1. If ATk M = N : A, then we have that
[A;T b M A] =g [A;T Fie N = A]

2. If A;T' by M = N : A, then we have that
[A; T Fe M A] ~ [A;T Fey. N2 A]

Proof. By induction on the derivation of A ;I M = N : A. The congruence cases
are clear, as is the majority of the ordinary clauses. All of these even hold up to =,
with the exception of (— ) and (— 7), which only hold up to ~. Only the modal
rules remain, which we prove with direct calculation.

For (OJB) in the case of J = int. we calculate:

[A ;T iy, let box u <= box M in N : (]
~g {definition }

[A, w:A ;T Fig N :C o (7X, [A;T b, box M : OA] , 77)
~q¢ {Lemma 31}

[A, wA:T by N:Clo([A:T Frg box u : OB], [A ;T Fine. box M : TIA] , 72)
~g {Lemma ; [A ;T b, i Af] = szr

[A ;T Fog. N{ii /5, Mu, /) : O]

In the case of J = ext., we use Lemma to write [A ;T ey box M : OA] =
[A; T ki box M : OA], and then the same calculation works up to ~.
There remains the case of the fixpoint; let
gE=[A ;T fixzin M: A]
Then ¢ < fto!, where
fd:ef[[-;z:DAl—int_M:A]]

But we can easily calculate that

fT
~  { definition of fixpoint (Def. }
fo(f)

~q {definitions }
fol ;- i box (fix zin M) : OA]

~¢ {Lemma 32}
[-; - Fine. M[box (fix zin M)/z] : A]

and hence g ~ [A; T k5 M[box (fix z in M)/z] : A] by weakening (Lemma[29). O
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8.4 Natural and Weakly Extensional Models

In iPCF v2.0 we effected three restrictions:
e No free variables when taking intensional fixed points (except the diagonal).
e No M-abstractions with free variables under boxes.
e [FPs only at certain types generated by Agy.

We discussed at the end of the effect that these have on the expressivity of
the language, and found that it was far too strong, so we would like to examine when
these can be lifted.

A iPCF v2.0 model must satisfy certain requirements in order for these restrictions
to be lifted. The first one can be lifted whenever a iPCF model is natural. The second
one can be lifted whenever a iPCF model is weakly extensional. Unfortunately, we

are still at a loss regarding the existence of IFPs at all objects.

8.4.1 Natural iPCF v2.0 models

The first restriction we want to lift is the occurrence of free variables when taking an

intensional fixed point; that is, we want to generalise the (OJfix) rule to

Az OAgix Fine. M 2 Agix
AT Fgzfixzin M @ Agy

We will be able to do this in natural models of iPCF v2.0.
Definition 57. An iPCF v2.0 model is natural just if
1. (—)" preserves ~g; and

2. (=) is natural up to ~q, in the sense that for any f : [[/, QB; x QA — A
and k : Hle QC; — 1], @B;, it is the case that

(fo(kxid) ~g flok

In this kind of iPCF model, we are free to have parameters in our IFPs, and we can

interpret the Lob rule by

[A;T s fixzin M: Al Z[A; 2 OA by M: Al o nd"

171



The lemmas for weakening (Lem. and substitution (Lem. directly carry
over. Naturality is only used in the appropriate cases for ((fix); e.g. here is the case

for substitution:

HA Tk fix 2 in (P[N /i, M /7]) - cﬂ

~q {definition, and non-occurrence of the ¥ in P }
[[A .2 : OC b, PIN /) - C’HT oyt

~o {IH, (=)' preserves ~¢, definitions }

n . oo\ A
( i:B;z:0CFy P:C|o <HA : 2+ C Fine. box Nj - DBi]],ﬂZA:,iZ(‘;DC>> o Wﬁ’r
~g {weakening, (-,-) and (=) preserve ~¢ }

< -ﬁ: B c2:0C By P C- o <[[A ;+ Fing. box N; : OB;] o Wﬁfﬂé, Wﬁ;DZ:CDC>)T o Wﬁ;r
~¢ {naturality of products, definition }
( ﬁ B:z:0Cky, P C: o <<[[A - Fing. box NV, : DBZ-]D X z’d))T N
~¢o {naturality of (=)}
[[ﬁ; B:z:0Cky, P CHT o <[[A o box N, - DBi]j> N

~q {naturality of products, Lemma [29] projections, definitions }
[{ﬁ:é;f:gl—jfixzinP:Cﬂ O<F,E>>

We can also calculate as usual for the fixed point. Let ¢ = [A ;T F fix z in M : A].

Then g 2 ff o 73", where
FEJA; 2 OA by, M : A]
But we can easily calculate that

fT
~  { definition of fixpoint (Def. }
foid, (7))
~q {definitions }
fo(id, [A ;- i, box (fix zin M) : OA])
~¢ {Lemma 32}
[A ;- Fine. M[box (fix zin M)/z] : A]

and hence g ~ [A ;T F7 M[box (fix zin M)/z] : A], by weakening.
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8.4.2 Weakly Extensional iPCF v2.0 models, or iPCF models

In some cases, we can even rid ourselves of the distinction between intensional and
extensional judgements, eventually reaching a language very close to the one with
which we begun our investigation in The models in which this can occur are

known as weakly extensional.

Definition 58 (iPCF model). An iPCF v2.0 model is weakly extensional—or, more
simply, a iPCF model—just if

1. A(—) preserves =, and

2. A(—) is natural with respect to =, i.e.
A(folgxid)) =q A(f)og

Before anything else, let us immediately remark that
Lemma 33. A weakly extensional iPCF v2.0 model can be made natural.

Proof. We can use Theorem (3) to define a strong intensional fixed point combinator
at every object with IFPs given by (—)*. Because @) is idempotent, we can then use

Theorem [59(1) to yield weak fixed point combinators, and then Theorem [(9)(2) to
induce I[FPs anew, by setting

= eaoY o (M)

As @Q is idempotent and A\(—) preserves ~q, we have—by Lemmata [26) and 27 —that
(=) preserves ~q, and is natural. Thus, we can replace (—)! by (=), which results

in a weakly extensional and natural iPCF v2.0 model. O]

We can use a weakly extensional model to interpret iPCF almost as presented in
its original form in we only need to hold back on the IFPs, and limit them to the
intensional exponential ideal Agy. Of course, we call these models weakly extensional
as the category of assemblies 2Asm(A) constitutes such a model whenever A is a weakly
extensional PCA: see

It is not a difficult calculational exercise to show that the main lemmata in this
chapter, i.e. weakening (Lemma and substitution (Lemma , hold up to ~q,
with no distinction between extensional and intensional judgements. This happens
because the interpretation of all the main language constructs, i.e. A(—) and (—)*,

preserve Xg.
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The only exception is the soundness theorem, which only holds up to ~, and it
does so with good reason. Firstly, we do not expect the equational behaviour of the
constants (naturals, booleans) to be intensional: on account of the language being
partial, we expect both of these objects to have highly intensional structure. But
even if they did not, the cartesian closed equations can realistically be expected to
only hold extensionally (especially 7).

However, if asked to name a weakly extensional model of iPCF, we might find our-
selves at a loss. The paradigmatic example of a weakly extensional PCA is certainly
A/ =3, the closed terms of the untyped A-calculus quotiented by S-equivalence. The
construction of Asm(A/ =5) and the exposure O on it (§5.2) are parametric in A,
so all that remains is to construct IFPs. But even if we were to construct them, we
might think that we have just engaged in an exercise in futility. The elements of [JA
would be pairs (a, ) where z € ||a]| , is a realizer of a point « € |A|. But « would be

an equivalence class [P]—, of an untyped A-term, which would be an object that is

8
‘too extensional’ for the level at which we have been aiming: IFPs would merely be
ordinary fixed points of A-terms!

That leaves us with three choices:

(i) Seek the Holy Grail PCA HG that is weakly extensional, yet sufficiently inten-
sional for IFPs w.r.t. to O in Asm(HG) to be of interest: this seems rather

difficult, perhaps to the point of being a contradiction in terms.

(ii) Try to redefine OJ : Asm(A) ¢~ Asm(A) in the case of a weakly extensional PCA
A. In the previous case we were content to use realizers as the ‘true intensions.’
But how can we proceed this time? One attempt in the case of A consisting of
equivalence classes would be to try to ‘pick’ a representative of each class. But
then for [ to respect composition these would have to be ‘compatible’ up to

composition, which seems impossible.

(iii) A third option would be to be in a position to accept that weakly extensional
realizers, such as the terms of A/ =g, are sufficiently intensional. This could
be the case of we require a lot of extensionality at the assembly level, perhaps
to the point where a fixed point of an untyped A-term seems a rather inten-
sional affair. This is again in the spirit described in the introduction (§1.1J),
where intensionality is argued to only be defined only relative to the extensional

equality.
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It is slowly beginning to seem that, in the most intensional of settings, the restric-
tions we have demanded of iPCF v2.0 are somehow indispensable. We will produce
some further evidence for that in the process of proposing a general method for con-
structing IFPs at the end of the next section (: the simplest naturality argument
we can concoct already requires weak extensionality. This may not be proof, but
nonetheless it is solid evidence, as the method described therein is particularly useful

in constructing IFPs for very intensional PCA of classical computability K (§8.6).

8.5 Building IPWPSs categorically

In this section we shall show how to build IPWPSs from more basic constructs. If
given sufficiently many IPWPSs in a P-CCC which is equipped with an idempotent
comonadic exposure, then we can use our Parametric Intensional Recursion Theorem
(Theorem to build a iPCF model.

The two main ingredients at our disposal will be a certain kind of retraction, and
a certain kind of enumeration. Both of these are unlike the ones that have been
considered before, and they make deep use of the theory of exposures as developed
in this thesis. Consequently, they have a very intensional flavour.

Our enumerations will be arrows of the form X — A, where A will be the object
enumerated, and X the object of ‘indices.” To this we will add a factorisation property,
which will be evocative of, or even directly related to, the idea of path surjections as
briefly discussed in §6.3]

To this, we will add a special notion of intensional retraction, which allows one
to represent ‘code’ for objects of the form X% (for any Z) as a sort of retract
of X, but only up to extension. We will use these contraptions to formulate an
inductive argument that constructs IPWPSs at all objects contained in the intensional

exponential ideal I generated by the ‘grammar’
I == B | N | [¥

Throughout this section, let us fix a cartesian closed P-category €, and a comonadic
exposure (Q,€,0) on it.

QX is an object which holds information about ‘codes’ of objects of type X.
These ‘codes’ can often be encoded as very simple first-order data in an object Y;
for example, Y could be the natural numbers object. Sometimes we might be able
to retrieve the original ‘code’ in QX from Y, making Q)X a retract of Y. But, in

some cases, we might not: we will only manage to ‘interpret’ the data in Y as data
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in X, yielding the same extension—but not the same code—as the original one. This

situation is precisely captured by intensional retractions.

Definition 59. X is an intensional retract of Y (w.r.t. () whenever there is a pair
of arrows s : QX — Y and r : Y — X such that

QX —— Y

ex)l( /

commutes up to ~. We call X an intensional retract of Y.

The second concept that is central is that of enumeration. As hinted in §6.3
in the context of various forms of surjections, we can think of arrows X — A as
‘enumerating’ the elements of A by ‘indices’ in X. We will require the existence of a
particular type of path surjection (see , namely one whose ‘path’ object (denoted
N in is an intensional context of the form [];_, @B.

Definition 60. An object A € € is (Q, X)-enumerated by e : X — A just if it is a
%
([T, @B;)-path surjection for every finite list of objects B;.

That is: for every arrow f : [[l_, @B; — A there is at least one arrow ¢y :
[T-, @B; — X, not necessarily unique, that makes the diagram

H?:l @B;

o114 \

+
X—— 3 A

commute. We often call the arrow e : X — A a (@, X)-enumeration, and say that A
is (@, X)-enumerable.

We are very fond of (@, X)-enumerations for two reasons. The first reason is
that they are quite easy to construct: the domain of ¢; provides enough intensional
information in the @ B;’s. It would be essentially impossible to construct something
of the sort given merely a [, B;. Intuitively, the reason is that the B;’s are avail-
able extensionally, i.e. as a kind of oracle to which we can pose a (probably finite)
number of questions. It would be unthinkable to internally extract an ‘index’ for the
enumeration e : X — A in such a situation.

The second reason is simply because—under one mild assumption—they directly
give rise to [IPWPSs.
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Lemma 34. If
o Ais (Q,X)-enumerated by e : X — A; and
o X%X is an intensional retract of X.
then there is an intensional parametric weak-point surjection p : QX x QX — A.

Proof. Let (s,r) witness X®X as an intensional retract of X. Define

rXid

PEOX x QX =% X x QX % XX x QX 4 X

We want to show that this is a IPWPS. Let f : [, @B; x QX — A. Then f can

be written as .

[[eB xQx % x & A

i=1
ase: X — Ais a (Q,X)-enumeration. We can A-abstract the index, and take its
co-Kleisli lifting to obtain (A(¢;))" : [[1L, @B: — Q(X“X). Post-composing with the
lifted section s* : Q(X@X) — QX yields an ‘index’

vy Es o (Mey))  [[@Bi— QX

i=1

w.r.t to p:

po (s o (\(6s)',a)
~ {definition of p, products after brackets }
eoevo(roeos®o(A¢f))",a)
~ {Prop. int. retract. }
eoevo (eo(A(¢f))",a)
~ {Prop. (13| again }
¢ o evo (A(dy),a)

~ {cartesian closure }
eo ¢so (id, a)
~ {eisa (Q,X)-enumeration }

f o (id,a)
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So much for the construction of IPWPSs given enumerations. What about higher
types? In fact, the following lemma shows that, if X is sufficient to intensionally
encode X%Z, then we can ‘lift’ a (@, X )-enumeration e : X — A to (Q, X )-enumerate

A®Z_ This is where our previous notion of intensional exponential ideal comes from.
Lemma 35. Suppose that

o AecCis(Q,X)-enumerated by e: X — A, and

o X7 is an intensional retract of X.
Then A9% is (Q, X)-enumerable.

Proof. Take f: []\_, @B; — A9%. Then f ~ \(g) for some g : [[\_, QB; x QZ — A.
By IH, we have some ¢, : [[}_; @B; x QZ — X such that

H?:l QBZ X QZ

%9 \

\V
If we apply A(—) to this triangle, we obtain

H?:l QBi
A(%)l !

XQZ T) AQZ
e

We can now rewrite A(¢f) ~ € o (A(¢y))" using Proposition |13}

H?:l QBz % AQZ
(>\(¢g))*l TGQZ
Q(X¥) —— X9

But X%Z is an intensional retract of X, so we can rewrite e like so:

1", QB ! y AQZ
(A(¢g))*l TéQz
Q (XQZ) XQZ

\ )
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Hence, by defining
e or: X o E9

we have that E9% is (Q, X)-enumerated by €/, and the index of f is

5 = 50 (M)

Theorem 65. Suppose that
e B N e € are (Q, X)-enumerable, and that

o X%Z is an intensional retract of X for any Z € €.
Then any object in the intensional exponential ideal generated by
I == By | Ny | I¥/
for any Z € € has parametric IFPs.
Proof. We can show by induction that every object generated by I is (@, X )-enumerable:
the base cases are assumptions, and the inductive step is provided by Lemma/|35, Then
by Lemma [34] there is an intensional weak-point surjection p; : QX x QX — I for

every I. Finally, by the Parametric Intensional Recursion Theorem (Theorem
each I has [FPs. O

Naturality

It is again worth asking about the necessary premises that are sufficient for us to
conclude that the IPWPSs build in this section are natural in the sense of §7.4]
According to our previous results, we need x, 0 g Xg Tho(gxia)- We can show that,
under certain assumptions, the construction of a IPWPS from an enumeration in

Lemma [34] maintains it. Calculating suffices to elicit the necessary assumptions:

Tp04g

~q {definition }
s" o (A(¢n)) oy

~qo {idempotence }
s" o (A(¢n) 0 g)"

~qo {A(—) natural up to ~¢ }
s" o (A(gn o (g x id)))”

~o {A(—) preserves ~q, ¢ 0 (g X id) g Gpo(gxid) }
™ 0 (A(Pno(gxia)))”
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which by definition is 2o (gxia). Hence,

Corollary 8. If \(—) preserves =g and is natural up to it, and moreover the (Q, X)-
enumeration e : X — A satisfies ¢, 0 (9 X id) g Gpo(gxiay then the IPWPS p :
QX x QX — A constructed in Lemmal[3]] is natural in the sense described at the end

of 7.4

In turn, an easy calculation shows that if a (@, X)-enumeration is ‘natural’ in the
above sense then the inductive step of Lemma [35] maintains this property—if A(—)
preserves ~¢g! By induction, all the IPWPSs constructed in Theorem [65] are natural.

But we are—so to speak—already preaching to the choir: we have made use of
the naturality and preservation of A(—) up to ~¢g. Thus, the model is already weakly
extensional, and Lemma 33| already provides a way to make it natural.

At this point, it is beginning to seem like there is no way around weak extension-
ality. On the one hand, generalising our results to yield natural IFPs seems to already
already weak extensionality. On the other hand, we cannot conceive of a weakly ex-
tensional model in which IFPs really are more informative than EFPs. Intensionality
and weak extensionality seem to be at odds with each other. If we take all of this
into account, limiting the fixed point rule to admit no free variables other than the

‘diagonal’ one seems almost forced in the most intensional of settings.

8.6 Asm(K;) as a model of iPCF v2.0

Let us revisit the construction of the P-category of assemblies 2Asm (/) on the PCA
K of classical computability, as described in We shall prove that it is a iPCF
model, as per Definition [56] It certainly comes with all the prerequisite structure,
so all we need to check is whether it has (natural) intensional fixed points at all the
relevant objects. We shall construct them using Theorem [65]

Before we proceed with the construction, we need to define some objects of interest.

First, we define the assembly N € Asm(K;) of natural numbers by
INIEN, o)y = {n}
We also need to define the assembly N € Asm(K;) of booleans by

{0} for b = ff

B| = {ff, tt}, b =
Bl = {ff, tt} 0] {1,2,...} forb=tt

At this point we urge the reader to recall the definition of the lifted assemblies N
and B, that we defined for K; in §5.2.3]
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Proposition 14. For any assembly Z € Asm(K;) there is an intensional retraction

Q (N, 9%) —— N,

4 A

N, @7

Proof. For the section part, we define

5 ‘Q (chz)‘ — N |

(f,n) —n
which is realized by A*nx.n. For the retraction we define

T |NJ_| — ‘N?Z‘
nv+— fy,
1 +—((z,a) — 1)
where
fn 1 1QZ] — |NL|
mifn-a-0>~m
(z,a) —> ) _
Lifn-a-07

fn is realized by M*az. n - a -0, and hence r itself is realized by N*waz. w-0-a - 0.
It remains to show that if n € HfHN?z, then f, = f. In order to show this, the
first thing we have to note is that N, is a modest set: a realizer can only realize one

def

=N+ {L}. Thus, if n-a € ||z(|y,, then necessarily f(z,a) = z: if

element of |N
f(z,a) = 2, then we must have n-a € [|2'|| , so x = 2’. We can thus set up a chain

of equivalences,
f(zoa)=m < n-ac|m|y < n-a-0=m < fu(z,a)=m

and, similarly,

f(za) =L < n-ac|lly, < n-a-01t<= fulz,0)=1

Proposition 15. N, is (O, N, )-enumerable.

181



Proof. Suppose (f,r) : [[;=; @B; — Ny. This means that, if a; € ||b;]| 5, for all i then

refar,. .o an) € [ f((01,a1), -, (bns an))lly,
where
(a) = a
(a1, ... Qmyi1) & pair (a1, .., Qm) Gmat

We can then define ¢(f.,) = (g, s) where

[1es:
=1

((b1,a1)y ..y (bpyan)) —> (ryaq, ... a,)

gr — N |

which is obviously realizable. Then, define ey, : Ny — N, = (h,v) by

h: ’NJ_| — NJ_
e db i.f (@1 - ()2 - (O)nsa) 'QT
m, if (¢)1 - {(¢)2 ... ()pt1) - 0= m
11
where ({(a,...,am)): o a;. This is realizable, and it is easy to show that the required
diagram
H:'Lzl QBi
d)fi d
NJ_ T NJ_
comimutes. OJ

Proposition 16. B, is (O, N )-enumerable.

Proof. The same proof as for N almost works: we only need to slightly alter the

definition of ey, = (h,v) : N — N, to make it into an arrow ep = (W,v): N, - B,

where
h o |NL| — B,
L, if (€)1 - ((0)2 - ()ns1) -0
cr— < if (o)1 - {(¢)2 - ()ng1) - 0=0
tt, if (¢); - {(c)2 ... (C)py1) -0 2m #0
11— 1
The same realizer works. O
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We thus conclude that

Theorem 66. Asm(K) has intensional fived points at the intensional exponential

1deal generated by the ‘grammar’
I == B | N | 9
for any Z € Asm(K).

Proof. Use Propositions [I4] [16] [15] to fulfil the premises of Theorem [65] O
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Chapter 9

Conclusions & Future Work

We briefly peruse what has been achieved in this thesis:

(i)

(i)

(iii)

(iv)

We first attempted to pin down the informal meaning of intensionality as the
possibility of non-functional operations (§1]), where non-functionality is under-

stood in the presence of some ambient extensional equality:.

Then, we carefully reviewed the distinction between eztensional and intensional

recursion in computability theory (§2)).

This led us to the formulation of a higher-order intensional and reflective pro-
gramming language, in the form of a modal A-calculus called Intensional PCF.
This language included genuinely ‘non-functional” operations, and typed inten-
sional recursion through Lob’s rule. We showed that, if intensionality /‘non-

functionality’ is limited to modal types, then iPCF is consistent (§3)).

In we began the search for a categorical semantics for that calculus. We
first argued that 1-category theory is not the correct mathematical setting to
speak of intensionality. As an alternative, we proposed P-category theory. We
then proceeded to introduce exposures—a new P-categorical construct which
abstracts the idea of intensional devices, e.g. Gédel numberings. Then, drawing

inspiration from comonads, we developed the theory of exposures.

The claim that exposures are abstractions of intensional devices was substanti-
ated by carefully constructing three rather different examples in §5|

The first one comprises an actual Gédel numbering on Peano Arithmetic.

The second one was drawn from higher-order computability /realizability. If we
think of realizers as machine code, this main example made clear the idea that

exposures expose the implementation.
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The third one is based on ideas from homological algebra, and constitutes a
first attempt at recognising the occurrence of intensionality in fields beyond

logic and computability.

(vi) Then, in §6 we reformulated to intensional recursion, and showed that it can
be captured through exposures. We proved abstract analogues of classic inten-
sional results, like Godel’s First Incompleteness Theorem, Tarski’s Undefinabil-
ity Theorem, and Rice’s Theorem. These results lend credibility to the idea that
exposures are a toolkit where the fine structure of results with an intensional

flavour can be described.

The culmination of this chapter was the Intensional Recursion Theorem (The-
orem [54)), which set out conditions that guarantee the existence of intensional
fixed points. The Intensional Recursion Theorem can be thought of as an ab-

stract version of Kleene’s Second Recursion Theorem.

(vii) In the final two chapters (§7] we brought iPCF and exposures together.
After some technical development, we showed that a restriction of iPCF, called
iPCF v2.0, can be interpreted in a cartesian closed P-category equipped with a

product-preserving comonadic exposure, and IFPs at appropriate objects.

We then discussed the cases in which the restrictions that plague iPCF v2.0
can be waived. However, we argued that there are good reasons indicating that
lifting those restrictions is at odds with intensionality, at least in the way in

which we understand it.

We closed the thesis by proving that 2sm(K;), the P-category of assemblies on
K, is a model of iPCF v2.0. As K; is a PCA based on classical computabil-
ity, this means that iPCF v2.0 is adequate for constructing indices in classical
computability theory: it is a typed ‘intensional metaprogramming’ language for

writing programs in the style of |Jones| [1997], albeit with limited expressivity.

In the rest of this concluding chapter, we will try to evaluate these achievements. We

would like to focus on four aspects in particular:

e [s intensionality really just the ability to have non-functional operations?
e Are iPCF and iPCF v2.0 adequate intensional and reflective languages?
e How do exposures compare with alternative ‘theories of intensionality’?

e Have we managed to elucidate the mysterious Second Recursion Theorem of
Kleene?
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9.1 Is intensionality really just non-functionality?

The formalisation of Frege’s ideas of sense and reference, which we discussed in §I.1] is
an old problem. Even though many have tried, there does not seem to be a definitive
account. Some even question whether such a definitive account should exist.

Moschovakis| [1993| defines the sense of logical formula as the (possibly infinitary)
algorithm that the syntax of a (first-order) formula suggests. This is formalised using
Moschovakis’ own theory of recursive algorithms.

Occupying some middle ground, Abramsky [2014] draws on a long tradition of
programming language semantics. In a sense, he introduced what one could call the
spectrum of intensionality: some kinds of semantics is more intensional than others,
in that the mathematical objects that comprise it contain strictly more information
about the computation that is being modelled, e.g. an account of the interactions
that take place when a program is run. The gist is that, by moving to more refined
semantics, more can be captured, even though a price might have to be paid, perhaps
in the form of quotienting the model. However, we believe that op. cit. is permeated
by a preliminary form of the ideas explicitly developed in this thesis.

A third opinion is given by (Girard et al.|[1989]: “the sense contains the denotation,
at least implicitly.” Girard proposes a study of the invariants of syntaz, in a vein
inspired by proof theory. Some interpret this statement as taking the extreme view-
point that ‘syntax = sense,” but it becomes clear in |Girard, 2011] that the author is
simply proposing the study of new, unorthodox proof-theoretic structures.

In this thesis we avoided this lengthy debate by defining intensionality to mean
‘anything finer than what we call extensional equality.” We like to view this as purely
mathematical, and philosophically agnostic. We have merely demonstrated in §3| that
modal types allow one to treat their elements as pure syntax.

In the development of exposures in §4 and then in the intensional semantics of
it became clear that this view of equality is modular. The modal types allow one
to introduce equalities in a controlled fashion: we began with no equations in iPCF
(§3), and gradually reached a set of equations in iPCF v2.0 (§§) which seem to mirror
intensional equality, as defined by the exposure. Whether that is a precise reflection
can be shown through a completeness theorem, which we conjecture to hold. In turn,
our flavour of exposure (cartesian, product-preserving, weakly cartesian closed, etc.)
determines which equations intensional equality will satisfy. We believe that the
modularity of this framework is a serious advantage that makes it adaptable to all

sorts of settings, and all levels of fine-grain intensional information.
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9.2 How expressive is iPCF?

The first two objectives of this thesis that we discussed in were the clarification
of the intensional and reflective programming paradigms.

The development of iPCF elucidated the fact that we can indeed treat terms at
modal types as if they were ‘pure syntax’ (up to a-equivalence), and make arbitrary
decisions on them in a typed manner. This shows that, if we comprehend intensional
programming as entailing non-functional behaviour, then there is a type theory in
which this ability is provably consistent. As we remarked in the introduction, there
have been many similar attempts in the past, but all were in one way or another
problematic: some led to particularly complicated languages with unclear semantics,
like those of |Smith) [1982, 1984|; others, like |Gabbay and Nanevski [2013|, were close
to ours, but proposed semantics which are—unfortunately—inconsistent. A third
class led to impossibility theorems, e.g. Wand| [1998].

Our work decisively resolved many of these issues: once a modal typing discipline
is established, then we are perfectly capable of accommodating both non-functional
behaviour as well as reflexivity. If we limit these behaviours to the modal types, and
use the typing system to stop the flow from the extensional region of the language to
the modal types, then we get a consistent language. We also believe that we are the
first to directly tie intensionality and reflexivity together, as we think they should be,
if we are to use reflexivity in any interesting manner.

Nonetheless, as we hinted in §3.6], iPCF can only be considered a proof-of-concept.
We have deliberately decided not to concern ourselves with the task of finding good
sets of intensional primitives, but merely with the possibility of crafting a setting in
which this is possible. We believe that finding good intensional primitives is a particu-
larly hard problem, with close connections to both metaprogramming and higher-order

computability. Furthermore, finding other models is likely to prove challenging.

9.2.1 Metaprogramming

As we discussed in the introduction, metaprogramming is a difficult task that dates
back to the work of the LI1SP community. The area has recently witnessed a resurgence
of interest, leading to the International Summer School on Metaprogramming that
took place at Robinson College, Cambridge (8-12 August 2016) around the time
that the author began drafting this thesis. It is quite clear that a good foundation for

metaprogramming is still lacking: see the work of Berger| [2016] for a recent discussion.
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At this point we should remark that intensional operations are mot the main
subject of that area: metaprogramming is about constructing code dynamically from
its fragments, and not destructing it, as we are wont to do with intensionality.

A common issue in metaprogramming is that of manipulating code with open vari-
ables (= free variables). This is known to be a rather painful limitation of the S4-based
language of Davies and Pfenning| [1996] on which iPCF is based. In order to overcome
this, Davies [1995, 1996, |2017| developed a A-calculus based on another modality that
is reminiscent of the ‘next’ operator of Linear Temporal Logic (LTL). This language
has explicit annotations of the stage at which each computation is taking place, and is
also able to handle open code. This led to a flurry of developments, and in particular
the very influential work of Taha and Sheard [1997, 2000] on MetaML, and then the
environment classifiers of Taha and Nielsen| [2003|, which have recently been improved
by [Tsukada and Igarashi [2010]. See |[Kavvos, 2016, §6] for further references, and for
a discussion of the modal aspects used.

In iPCF, the restriction of no open code does not only occur as it did before
(only modal variables under boxes), but it also vengefully reappears in the case of
intensional operations: we saw in that, unless the terms on which we operate
intensionally are closed, we risk inconsistency. The author’s colleague, Mario Alvarez-
Picallo, has begun some preliminary work in intensionality in calculi like Davies’,
which we discuss further in §9.3

However, to achieve any meaningful notion of intensional primitives, much more
than simple modal types is required. Consider, for example, a constant deapp that

attempts to take apart an application, in the sense that
deapp (box (M N)) = (box M,box N)

(where we have also assumed products in the language). This cannot meaningfully
be typed in the simple modal setting. In fact, it seems that we need ewistential types
in order to assign a type to this, as the domain of M is unknown. For example, the

type would be something like
deapp : OB — JA. O(A — B) x A

However, this would take us deep into the waters of second-order modal logic, and we
are not aware of any previous work on that front.

Similar second-order type systems like this have been suggested in the context of
Barry Jay’s factorisation calculi. These are combinatory calculi that admit intensional

operations at ‘face value.” The trick by which disaster is avoided is that of having
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intensional operations act only on normal forms, e.g. a partially applied S combinator
(SPQ), which they are able to take apart (factorise) in order to reuse its immediate
subterms P and Q: see Jay and Given-Wilson| [2011]. In subsequent work by Jay and
Palsberg| [2011] it was shown that such a system admits a second-order Curry-style

typing similar the one shown above, but without the modalities.

9.2.2 Higher-Order Computability

This is perhaps the point of view from which the present work originates, but also the
least developed in this thesis. We discussed some possible applications of our ideas
on intensional higher-order computation in §1.2.3] Unfortunately, the scope of this
thesis could not be stretched to contain more material in this direction. Neverthe-
less, the author has a presentiment that any truly novel understanding of intensional
higher-order computation will come simultaneously with the development of inten-

sional primitives for a language like iPCF.

9.2.3 iPCF, iPCF v2.0, and their models

Even though we begun with the model of assemblies on K; in mind, it gradually
became apparent that things were not quite that simple. In we ran into severe
difficulties when trying to force Asm (k) to be a model of iPCF, which we related to

three fundamental problems:
1. free variables in intensional fixed points;

2. free variables in abstractions of quoted terms, a.k.a no higher-order intensional

programming; and
3. the construction of intensional fixed points at all types.

Whereas the third problem is largely technical, the other two are quite serious
points against our argument that iPCF v2.0 is a good ‘language of indices.” We argued
extensively in that, indeed, both of these problems seem more-or-less natural
from a computability theory point-of-view. However, naturality and substitution are
fundamental aspects of any A-calculus, and the fact that we have to disallow them
fundamentally reduces the expressiveness of what we have achieved.

It thus follows that we need to consider more candidate models of iPCF. We can

go about this task in three ways:

(i) We can study Asm(K;) more closely; or
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(ii) we can look for other PCAs A such that 2sm(A) is an interesting natural /weakly

extensional model; or
(ili) we can look elsewhere.

Regarding the first option, we should remark that we did not show that Asm(K)
is not natural. We very strongly believe that it is not weakly extensional, although we
have no evidence for that either. Disproving either of these assertions is likely to be
a very cumbersome exercise, and it is perhaps best that it be automated/computer-
assisted. If naturality is shown to not be the case, then we should perhaps redefine
box (—) to enclose only completely closed terms, with no free variables at all, whether
modal or intuitionstic. This would directly lead us to some kind of intensional com-
binator language, as also described at the end of §8.I) which would not be very far
from what is already the case with indices in computability theory. It may be that
the ‘nature’ of K simply has this shape.

However, even if 2sm(K) were to unexpectedly prove to be natural, the key to
Davies-Pfenning style staged metaprogramming—which is an expressive improvement
over indices in computability theory—is precisely the free variables under quoted A-
abstractions. This very urgently requires weak extensionality, as remarked in §8.4]
In that section, we also discussed the possibility of finding some weakly extensional
PCA A that can be informative in terms of intensional programming. We concluded
that the said task is likely very difficult.

It is not inconceivable that there could be another source of models for iPCF:
perhaps a change in perspective is required, and this change may be one that involves
moving away from ideas sourced from realizability, and more towards the emergent
theory of metaprogramming. This is also related to some ideas that we will discuss
in the next section, regarding alternative proposals for modelling the phenomenon of
intensionality at large.

Finally, as soon as more models of iPCF are identified, there are many interesting
questions that need to be answered. First, showing a completeness theorem for iPCF
interpreted with exposures should be a primary goal. In a sense, a completeness
theorem will demonstrate that our categorical structure indeed corresponds to what
we type-theoretically understand as intensional types. This should be investigated as
a priority. Secondly, a more careful approach to the available intensional operations
should be taken, and some form of adequacy theorem for iPCF should be shown.
We are not exactly sure what form this should take, but it should certainly be much

more involved than the adequacy statements concerning PCF. This issue is likely
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to be deeply intertwined with the intensional primitives we discussed this section.
Thirdly, there must be many interesting results concerning the mismatch between
iPCF and its various models. This is very much the case with PCF, beginning with
the work of Plotkin| [1977] on domain-theoretic models, and all the way to the work of
Escardd| [1999] on metric models. However, the intensional case is likely to be much

richer, detailed, and tricky.

9.3 Exposures vs. other theories of intensionality

Exposures attempt to abstract the general notion of intensional devices, of which
Godel numberings or numberings of partial recursive functions are only particular
cases, as seen in §5| As such, the ambition of the work in this thesis is slightly different
when compared to previous attempts, which are mainly concerned with presenting a
categorical account of computability theory.

We showed in §0] that exposures are particularly elegant settings for reproducing
well-known diagonal arguments. It has been known for some time that there are
common elements between these theorems, but the language of P-categories and ex-
posures allows us to capture what is needed for each argument in very fine detail.
For example, Rice’s theorem necessitates an evaluator € : ) P Id, whereas Tarski’s
Undefinability Theorem precisely states that merely having evaluators is catastrophic
for one aspect of consistency (fix-consistency), as this causes — to have a fixed point.
On the other hand, Godel’s First Incompleteness Theorem states that we must have
more truth values than simply true and false.

Contrary to the presentation of |Lawvere| [1969, 2006|, all our theorems are in the
same language of comonadic exposures. Our development is positive, in that it is
predicated on the existence of IFPs, and not the absence of EFPs, as in Lawvere’s
paper. We have concentrated on the oughts, and not the ought nots. It is for this
reason that we view our results as a refinement of those of Lawvere.

We believe that all these observations and results lend support to the idea that
exposures can become a useful toolkit situated at the heart of a new theory of inten-
sionality, which would be applicable in all sorts of settings, not necessarily related to
logic and computation. Furthermore, unlike previous work in the same style, expo-
sures draw inspiration from modal logic and the Curry-Howard correspondence. It is
for that reason that the resulting framework is—unlike all its predecessors—inherently
typed. Essentially all previous work on the subject relied on some ‘universal’—in one

way or another object—which contained codes for a whole class of arrows.
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First, we want to mention the only two generalisations of the SRT of which we
are aware. They both seem very similar, and they concern effective Scott domains:
one is due to Kandal [1988|, and the other one due to Case and Moelius| [2012].

As for category-theoretic frameworks, the only previous work with a similar flavour
consists of (a) a paper of Mulry, which uses the recursive topos; and (b) the line of
work that culminates with Cockett and Hofstra’s Turing categories, as well as their

intellectual predecessors.

Mulry’s Recursive Topos

Mulry| [1982] constructed the recursive topos Rec, which is the Grothendieck topos of
canonical sheaves on the monoid of recursive functions under composition. Broadly
speaking, the notion of (higher-order) computation in the recursive topos is that of
Banach-Mazur computability: a map is computable if it maps recursive sequences to
recursive sequences ]

In [Mulry| |1989], the author aims to “contemplate a synthetic theory of compu-
tation, i.e. an intrinsic set of categorical axioms for recursion which captures both
essential features of classical recursion theory but is also applicable over a wide range
of applications in areas of effective mathematics and computer science.”

Indeed, Mulry’s work has some overlap with some of the material we presented in
§6.3]on Lawvere’s theorem. He identifies an enumeration of the partial recursive func-
tions as a point surjective map, and then proceeds to interpret all the classic results
of type 2 computability (Myhill-Shepherdson, Kreisel-Lacombe-Shoenfield, etc.) in
the context of the recursive topos. This is followed by a discussion of the connections
between the recursive topos, the effective topos of Hyland| [1982], and effective Scott
domains. He there points out that one can construct a N-path surjection N — D and
a point surjection N — DN in Rec, for any effective Scott domain D.

Fixed points are discussed in the final section of the paper. It is noted there that
Lawvere’s theorem corresponds to (a limited version of) Kleene’s FRT, simply by
considering an enumeration of (two-argument) partial recursive functions, alongside
N = N x N. This last isomorphism is also used to prove versions of the FRT and SRT
for effective Scott domains, based on the observations of the previous paragraph. It is
remarked that the same can be shown in the effective topos, but not in the category
of effective domains itself, as neither of their natural numbers objects are effective

domains.

IThis short explanation of Banach-Mazur is due to Andrej Bauer, and was sourced from jmath-
overflow question #21745|
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Thus, Mulry’s versions of the FRT and SRT seem to depend on the natural num-
bers object N. The SRT seems to give a fixed point for h : N — N, in the sense that
both the fixed point n and hon are indices for the same element of the effective Scott
domain. This is indeed a version of the SRT for all effective Scott domains, but it

lacks the well-typed flavour of our approach.

The road to Turing categories

Inspired by previous work by Paola and Heller| [1987], and some of the material in
the thesis of Birkedal [2000], Cockett and Hofstra, [2008] developed the notion of a
Turing category.

Turing categories are cartesian restriction categories: that is, they are equipped
with some structure to handle the partiality of their arrows, and there are cartesian
products—up to partiality. Their defining feature is that they have a Turing object
A, which is a domain that contains codes for all the arrows of the category: it has a
universal application,

Txy AXX =Y

for each pair of objects X and Y, such that given any f: Z x X — Y, an index h :

Z — A exists, not by any means unique, such that the following diagram commutes:

Ax X X2y

hxidXT /

7 x X

So A is a very weak exponential for all X,Y at the same time. In fact, every object
X of a Turing category is a retract of A.

Whereas the work of Cockett and Hofstra is a beautiful and general account of
settings where basic recursion theory can be done, and also give rise to an interesting
theory of categorical simulations |Cockett and Hofstral 2010|, they are very far from
the goals of our own work: we are interested in exploring intensionality, which is only
one of the phenomena that occur in recursion theory. We are also interested in doing
so in a stringent type-theoretic manner, and thus we perceive the reliance on Turing
objects as a problem. Cockett and Hofstra themselves point out the untyped nature

of their work:

“A similar inherent limitation to Turing categories lies in its essential un-

typedness. Recently, Longley |...] has advocated the use of typed PCAs in
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order to clarify notions of computation at higher types; it is not unimag-
inable that the corresponding generalization of Turing categories can be
of interest if we wish to handle such notions of computation in our setting.
Such a generalization would essentially bring us back to Birkedal’s weakly

closed partial cartesian categories.”

This is followed by the observation that in the Turing category corresponding to
classical computability theory no real discussion of higher-order phenomena can occur,
as one has no way of speaking about type-2 functionals.

In conclusion, the work of Cockett and Hofstra is untyped, fundamentally based
on partiality, and mostly centred around recursion theory. We prefer typed, total, and
intensional settings, without wanting to declare any particular allegiance to recursion-

theoretic arguments.

9.3.1 An Idea for an Alternative Approach

At this point we ought to record another candidate approach for modelling intension-
ality as we see it in this thesis. This idea is due to Martin Hyland, who examined
this thesis. However, a similar framework has also been put forward by my fellow
student, Mario Alvarez-Picallo, in his work on the semantics of metaprogramming.
In many ways, the framework of exposures can be seen as evil or pathological,
in that it requires a highly non-standard property, namely that PERs are reflected
instead of preserved—as they would be for a P-functor. In that sense, it may indeed
be non-categorical (this is another interesting idea that needs to be investigated).
Perhaps the following proposal would be more workable. Instead of insisting on a
single mathematical universe, i.e. a single category, we could consider two: one that
is intensional, and one that is extensional. The theory of exposures already gives us
two rather good candidates for these: given an endoexposure @ : (€, ~) ¢ (&€, ~), the
intensional universe is the x-ray P-category (&, ~(), wheras the extensional one is the
P-category (€, ~) itself—see for definitions of these notions. Now, as intensional

equality implies extensional equality, it is evident that there is a trivial P-functor,

which is the identity on objects, the identity on morphisms, and full—but definitely
not faithful§l One could perhaps argue that we could even move away from P-

categories, and back into ordinary categories: there could be a functor C — D, which

2The first of these criteria is a recurrent theme of questionable categorical status, which nonethe-
less occurs reasonably often, e.g. in Freyd categories; see e.g. [Staton| [2014].
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is the identity on objects and full. Perhaps D could be of the form C/ ~, i.e. a quo-
tient category of some sort. Thus, intensionality is obtained by having (P-)categories
on two levels, so that one is included in the other.
Mario Alvarez has proposed some directions regarding the categorical modelling
of non-homogeneous staged metaprogramming calculi, like the ones of Davies [1995],
1996, [2017], which bear a certain resemblance to the preceding idea. Put simply,
he proposes a simple metaprogramming calculus which consists of essentially two
‘stages,” one ‘under the circle’ (cf. under the box), and the ordinary one. Under the
circle, affairs intensional, in much the same way that they are under our boxes, but
otherwise things work up to ordinary equality. Using the syntax of this calculus, one
can construct a cartesian category SM, the syntactic model: this is a term model,
but not quotiented up to equality. A model of this is then a cartesian closed category
C along with a functor,
F:SM —C

which is strictly product-preserving. Furthermore, if intensional operations are to
be soundly interpreted, this functor should be faithful. This is to be understood in
the following way: the functor F' encodes syntactic information within the semantic
model, in a manner that does not collapse the syntax.

There is an odd tension between fullness and faithfulness in this. Which one
should we choose for intensionality? Faithfulness guarantees that the syntax is ac-
curately represented in the model, whereas fullness describes the idea that for every
‘extensional’ view, there is at least one intensional. Nevertheless, investigation of
this idea of two level-two category paradigm of intensionality is likely to be a very

interesting avenue for further research.

9.4 Kleene’s mysterious Second Recursion Theorem

The basic impetus behind this thesis was not intensionality itself, but rather its role
in Kleene’s Second Recursion Theorem, which we exhaustively studied in §2] These
questions were brought to the author’s attention by |Abramsky| [2012, |2014], who—
along with Jones| [2013]—had identified the mysterious nature of this theorem in the
1980s. [Abramsky| [2012] also remarks that the theorem is very powerful, and—even
though very simple—its proof is opaque, and provides no intuition. Our analysis of
intensional recursion in and the connection we have drawn with Lawvere’s work

on diagonal arguments, has shed some light on these issues.
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First, we believe that the opacity in proof is not a real problem: all diagonalisa-
tion proofs have a quintessentially ‘magical’ element that often stimulates people’s
imagination, bringing them to the forefront of popular science books and scientific
novels, see e.g. Hofstadter [1979], |[Doxiadis| [2001]. What is more, Kleene| [1981] ex-
plicitly states that the SRT was obtained quite straightforwardly by translating the
FRT from the A-calculus. He even dates this derivation before the 1st of July 1935.

Instead, we believe that the our analysis provides a new perspective on the struc-
ture of the situations in which Kleene’s argument is fundamentally applicable. This
amounts to a generalisation of intensional recursion beyond first-order computabil-
ity: the Curry-Howard interpretation through Lob’s rule, as well as the Intensional
Recursion theorem stated in the language of comonadic exposures, reveal patterns in

the statement and the proof of the theorem that were not known before.

9.5 Concluding remarks

It is evident from the previous sections that there are many very interesting ques-
tions that follow from our work in this thesis. Perhaps the most interesting theoretical
direction is that of studying the expressiveness of iPCF, especially through the re-
lated themes of metaprogramming and non-functional higher-order computation. The
present author believes that it is very likely that we could use modalities and inten-
sionality to obtain access to computational power that we have both sclerotically
rejected from theoretical analysis, or left to programmers of the untyped persuasion.

These developments—we hope—will proceed hand-in-hand with an improved un-
derstanding of metaprogramming, intensional or not. Progress is difficult to achieve
in metaprogramming not only because we have been lacking a theoretical founda-
tion, but also because industrial metaprogramming has progressed unabashedly in
the meantime. The result is that multiple hard-to-shake ad-hoc habits have been
established.

On the other hand, our intensional framework is as close to 1-category theory
as one can get, and it is for this reason that we hope that it may be more widely
applicable than just in the context of computability and logic. We have demonstrated
at least one example of this in the case of homological algebra ( However, as the
applications of category theory expand to include linguistics and philosophy—see e.g.
the forthcoming volume [Landry, 2017]—we would like to believe that the concept
of intensionality will reappear in many different settings, and our framework will be

there to explain its structure.
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Appendix A
1IPCF v2.0 in AGDA

A.1 Basics.agda

module Basics where

open import Relation.Binary.PropositionalEquality
open import Data.Nat using (N ; zero ; suc)

open import Data.Sum renaming (_ W to _+ )

infixr 1 _=>
infixr 5 _€
infix 1 C
infixl 4
infix| 3 _++_
infixl 2 A

data Types : Set where
simple : Types
modal : Types

data Ty : Types — Set where
P:V{T} - N—Ty T
=> V{T} Ty T—-TyT—-TyT
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AN VH{T} > Ty T—>TyT—Ty T
0 : Ty modal — Ty modal

data Cx : Types — Set where
VT - O T
o, VAT Types} (I CxT) (A Ty T) - Cx T

data € V{T:Types} (A:Ty T)(I': Cx T) — Set where

top: V{T}{I': Cx T} {A: Ty T} - Ae (', A)
pop: V{T}{l': XX T}{AB:TyT}(i: Ael')—- Ae (', B)

C o V{T} (T A: CxT) — Set
FCA=V{A} Al - A4cA

- Functions on contexts.

boxcx : Cx modal — Cx modal
boxcx - = -
boxex (I', A) = boxex I', [ A

4+ VH{T} > X T T—-CT
A++-=A
A++ (T, A)=A++T1), 4

boxeéex : V {I' : Cx modal} {4 : Ty modal} - A €T — [0 A € boxex T
boxecx top = top
boxecx (pop d) = pop (boxecx d)

subsetdef : V{T} {I’' A: Cx T} {4} 2 Al T CA—-AcA
subsetdef d f= fd

subsetempty : V {T}{I": Cx T} — - C T
subsetempty ()

subsetid : V {7} {I': Cx T} - T' CT
subsetid =X\ {I'} {4} z — 2
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weakone : V{T} {I' A: &x T} {A} = T CA -T C (A, 4)
weakone p =\ {A} 2z — pop (p 2)

weakboth : V{T} {T A: C&x T} {A} = TCA =T ,ACA A
weakboth p top = top
weakboth p (pop x) = subsetdef z (weakone p)

weakmany : V{T} (T A: &x T) - T CTI'++ A
weakmany I' - 2 =z

weakmany I (A, A) z = pop (weakmany I' A z)

concat-subset-1 : V{T} (T A: CxT) =T CT' ++ A

concat-subset-1T" - z =z
concat-subset-1 I (A, A) z = subsetdef z (weakone (concat-subset-1 I A))

concat-subset-2 : V {7} (T A: Cx T) - ACT ++ A
concat-subset-2 " - ()
concat-subset-2 I' (A, A) z = subsetdef = (weakboth (concat-subset-2 I' A))

incl-trans : V{T} {T' T'I"": Cx T} - T CIV—»T'CI”" T CTI”
incl-trans p ¢ x = ¢ (p 2)

swap-last : V {7} {I': Cx T} {A B}y -I' , A, BCTI', B, A
swap-last { } {-} top = pop top

swap-last { } {-} (pop top) = top

swap-last { _} {-} (pop (pop z)) = pop (pop z)

swap-last { } {I", A} top = pop top

swap-last { } {I', A} (pop top) = top

swap-last {_} {I", A} (pop (pop 7)) = pop (pop z)

cxexch : V{T}{TA: &xT}{AB} - (T, A, B)++ AC (', B, A) ++ A
cx-exch {A = -} d = swap-last d

cx-exch {A = A, Al} top = top

cx-exch {A = A | A1} (pop d) = subsetdef d (weakone (cx-exch {A = A}))
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cx-contr : V{T}{IT' A: &x T} {4} - (', A, A)++ AC (', A) ++ A
cx-contr {A = -} top = top

cx-contr {A = -} (pop d) = d

cx-contr {A = A, Al} top = top

cx-contr {A = A, A1} (pop d) = subsetdef d (weakone (cx-contr {A = A}))

issin: V{T} (T'T": C&xT)(A: Ty T) - Ae (', A++ 1
is-in " - A = top
is-in ' (I'", A”) A = pop (issin ' I'" A4)

ctxt-disj : V{T} T T &xT)(A:TyT) - Ae(T++ 1)~ Al +Ael’
ctxt-disj I' - A z=injl z
ctxt-disj ' (I'", A’) . A’ top = inj, top
ctxt-disj ' (T'", A’) A (pop z)
with ctxt-disj ' T'" A z
ctxt-disj I' (I'", A’) A (pop z) | injl z=injl z
ctxt-disj I' (I'", A’) A (pop z) | injo z=injy (pop 2)

swap-out : V{T} (AT .- &xXT)(A:TyT) = (A, A)++T C(A++T1), 4
swap-out A - Az ==z
swap-out A (T', B) A x = swap-last (subsetdef x (weakboth (swap-out A T" A)))

swap-in: V{T} (AT - &xT)(A:TyT) > (A++T), AC (A, A) ++T
swap-in AT Atop=issin AT A
swap-in A T" A (pop x)
with ctxt-disf ATz
swap-in A IT" A (pop z) | injl y = concat-subset-1 (A, A) I" (pop ¥)
swap-in A T" A (pop z) | injy y = concat-subset-2 (A, A) T y

200



A.2 iPCF.agda

module iPCF where

infixl 0/ F_

open import Basics

- Definition

data / F (AT : Cxmodal): Ty modal — Set where

iPCF-var : V {A}

iPCF-app : V {4 B}

—AJ/THFA=>B - A/T'+A

S A/THA=>DRB
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iPCF-prod : V {A B}
—-A/THA - A/THFB
A/TRANB

iPCF-fst : V {A B}

S A/TFAAB

iPCF-snd : ¥V {A B}

S A/THAAB

L A/TFDOA
iPCF-boxE : V {A C}

—-A/TFOA - (A,A)/T+C
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- Weakening and exchange.

exch: V{AT A B C} (I'": Cx modal)

S A/, A, By ++T'FC

A/, B, A)++TI'FC

exch I'" (iPCF-var z) = iPCF-var (cx-exch {A =T} z)

exch I'’ (iPCF-modal-var z) = iPCF-modal-var z

exch I'” (iPCF-app d d1) = iPCF-app (exch I'” d) (exch I'” d1)

exch {C'= A => B} "’ (iPCF-lam d) = iPCF-lam (exch (I'", A4) d)
exch I'" (iPCF-prod d e) = iPCF-prod (exch I'” d) (exch '’ ¢)

exch I'" (iPCF-fst d) = iPCF-fst (exch I’ d)

exch T'” (iPCF-snd d) = iPCF-snd (exch I'’ d)

exch I'” (iPCF-box| d) = iPCF-box! d

exch I'" (iPCF-boxE d e) = iPCF-boxE (exch I'” d) (exch ' ¢)

exch I’ (iPCF-fix d) = iPCF-fix d

exch-modal : V {AT A B C} (A”: Cx modal)

- (A, A B)++A’/T FC

(A, B, A)++A'/THC

exch-modal A’ (iPCF-var z) = iPCF-var z
exch-modal A’ (iPCF-modal-var z) =

iPCF-modal-var (subsetdef z (cx-exch {A = A%}))
exch-modal A’ (iPCF-app d e) =

iPCF-app (exch-modal A’ d) (exch-modal A’ e)
exch-modal A’ (iPCF-lam d) = iPCF-lam (exch-modal A’ d)
exch-modal A’ (iPCF-prod d e) =

iPCF-prod (exch-modal A’ d) (exch-modal A’ ¢)
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exch-modal A’ (iPCF-fst d) = iPCF-fst (exch-modal A’ d)
exch-modal A’ (iPCF-snd d) = iPCF-snd (exch-modal A’ d)
exch-modal A’ (iPCF-box| d) = iPCF-box| (exch-modal A’ d)
exch-modal A’ (iPCF-boxE d e) =

iPCF-boxE (exch-modal A’ d) (exch-modal (A7, ) e)
exch-modal A’ (iPCF-fix d) = iPCF-fix (exch-modal A’ d)

weak : V{A T I'" A}

- A/THA T CTV

— (A / T+ A)
weak (iPCF-var z) f= iPCF-var (f z)
weak (iPCF-modal-var z) f= iPCF-modal-var z
weak (iPCF-app d e) f = iPCF-app (weak d f) (weak e f)
weak (iPCF-lam d) f= iPCF-lam (weak d (weakboth f))
weak (iPCF-prod d e) f= iPCF-prod (weak d f) (weak e f)
weak (iPCF-fst d) f = iPCF-fst (weak d f)
weak (iPCF-snd d) f= iPCF-snd (weak d f)
weak (iPCF-box| d) f= iPCF-boxl d

weak (iPCF-boxE d e) f=
iPCF-boxE (weak d f) (weak e f)
weak (iPCF-fix d) f = iPCF-fix d

weak-modal : V {A A’'T A}
- A/TFA - ACA’

weak-modal (iPCF-var p) z = iPCF-var p
weak-modal (iPCF-modal-var p) 2 = iPCF-modal-var (z p)
weak-modal (iPCF-app t u) z = iPCF-app (weak-modal ¢ z)
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(weak-modal u z)
weak-modal (iPCF-lam t) z = iPCF-lam (weak-modal ¢ z)
weak-modal (iPCF-prod t u) x = iPCF-prod (weak-modal ¢ z)
(weak-modal u z)
weak-modal (iPCF-fst t) x = iPCF-fst (weak-modal ¢ z)
weak-modal (iPCF-snd ¢t) z = iPCF-snd (weak-modal ¢ z)
weak-modal (iPCF-box| t) z = iPCF-box| (weak-modal ¢ z)
weak-modal (iPCF-boxE t u) z =
iIPCF-boxE (weak-modal ¢ z)
(weak-modal u (weakboth 1))
weak-modal (iPCF-fix t) z = iPCF-fix (weak-modal ¢ z)

- Cut.
cut: V{AT A B} — (I'": Cx modal)

- A/THA -A/T A++T’FB

S A/T++T'+B

cut - d (iPCF-var top) = d
cut - d (iPCF-var (pop z)) = iPCF-var
cut (I'", B) d (iPCF-var top) = iPCF-var top
cut (I'", A7) d (iPCF-var (pop z)) =

weak (cut I'" d (iPCF-var z)) (weakone subsetid)
cut I'” d (iPCF-modal-var p) = iPCF-modal-var p
cut I'” d (iPCF-app ¢ u) = iPCF-app (cut '’ d t) (cut T'" d u)
cut I'” d (iPCF-lam €) = iPCF-lam (cut (I'", ) de)
cut I'” d (iPCF-prod ¢ u) = iPCF-prod (cut I'" d t) (cut I'” d w)
cut I'" d (iPCF-fst e) = iPCF-fst (cut I'" d e)
cut I'” d (iPCF-snd e) = iPCF-snd (cut I'" d e)
cut I'” d (iPCF-box| e) = iPCF-box| e
cut I'” d (iPCF-boxE t u) =

iPCF-boxE (cut T'” d t)

(cut ' (weak-modal d (weakone (subsetid))) w)
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cut I'” d (iPCF-fix t) = iPCF-fix ¢

cut-modal : V {AT" A B} — (A’: Cx modal)

A/ - FA - A A++A’/T FB

— A++ A’ /T FB

cut-modal A’ d (iPCF-var z) = iPCF-var z
cut-modal - d (iPCF-modal-var top) = weak d subsetempty
cut-modal - d (iPCF-modal-var (pop z)) = iPCF-modal-var
cut-modal (A, B) d (iPCF-modal-var top) = iPCF-modal-var top
cut-modal (A, A’) d (iPCF-modal-var (pop z)) =

weak-modal (cut-modal A’ d (iPCF-modal-var z)) (weakone subsetid)
cut-modal A’ d (iPCF-app p q) =

iPCF-app (cut-modal A’ d p) (cut-modal A’ d ¢)
cut-modal A’ d (iPCF-lam ¢) = iPCF-lam (cut-modal A’ d ¢)
cut-modal A’ d (iPCF-prod p q) =

iPCF-prod (cut-modal A’ d p) (cut-modal A’ d q)
cut-modal A’ d (iPCF-fst e) = iPCF-fst (cut-modal A’ d e)
cut-modal A’ d (iPCF-snd e) = iPCF-snd (cut-modal A’ d e)
cut-modal A’ d (iPCF-box| e) = iPCF-box!| (cut-modal A’ d e)
cut-modal A’ d (iPCF-boxE p ¢q) =

iPCF-boxE (cut-modal A’ d p) (cut-modal (A’, ) dq)
cut-modal A’ d (iPCF-fix €) = iPCF-fix (cut-modal A’ d e)
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A.3 1iPCF2.agda

module iPCF2 where
infixl 0/ F
open import Basics
- Definition
data Judgement : Set where
int : Judgement
ext : Judgement
data / F = (AT : Cxmodal): Judgement — Ty modal — Set where
iPCF-var : V {J A}
LA TR A
iPCF-modal-var : V {J A}
AT A
iPCF-app : V {J A B}
—A/TFJ:A=>B —A/TFHJ: A
BN

iPCF-lam-ext : V {A B}
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— A /Thkext: A=>DB
iPCF-lam-int : V {J A B}

—A/I'Fint:: A=>B
iPCF-boxl : V {J A}

— A/ -Fint:: A

—A/TFHJ:OA
iPCF-boxE : V {J A C}

SAJTRJ:OA 5 (A, A)/TFJ:C
iPCF-fix : V {J A}

=/, 0A4)Fint:: A

- Weakening and exchange.

exch: V{AT JA B C} (I'": Cx modal)

—-A/J(T, A B++T'FJ: C
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—A/(I',B,A)++T"'FJ: C

exch T'” (iPCF-var z) = iPCF-var (cx-exch {A =T'% z)

exch I’ (iPCF-modal-var z) = iPCF-modal-var

exch I'" (iPCF-app d d1) = iPCF-app (exch I'" d) (exch I'" dI)

exch {C'= A => B} I'’ (iPCF-lam-ext d) = iPCF-lam-ext (exch (I'’, A) d)
exch I’ (iPCF-lam-int d) = iPCF-lam-int d

exch I'" (iPCF-box| d) = iPCF-box| d

exch I'" (iPCF-boxE d e) = iPCF-boxE (exch I'” d) (exch I ¢)

exch T'7 (iPCF-fix f) = iPCF-fix f

exch-modal : V {AT JA B C} (A’: Cx modal)

—(A,A, B)++ A’ /T HJ: C

— (A, B,A)++A"/TFHJ: C

exch-modal A’ (iPCF-var z) = iPCF-var z
exch-modal A’ (iPCF-modal-var z) =

iPCF-modal-var (subsetdef z (cx-exch {A = A%}))
exch-modal A’ (iPCF-app d e) =

iPCF-app (exch-modal A’ d) (exch-modal A’ e)
exch-modal A’ (iPCF-lam-ext d) = iPCF-lam-ext (exch-modal A’ d)
exch-modal A’ (iPCF-lam-int d) = iPCF-lam-int d
exch-modal A’ (iPCF-box| d) = iPCF-box| (exch-modal A’ d)
exch-modal A’ (iPCF-boxE d €) =

iPCF-boxE (exch-modal A’ d) (exch-modal (A7, ) e)
exch-modal A’ (iPCF-fix f) = iPCF-fix f

weak : V{AT T J A}

S AJTHJ: A 5T CI
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weak (iPCF-var z) f = iPCF-var (f z)
weak (iPCF-modal-var z) f= iPCF-modal-var z
weak (iPCF-app d €) f= iPCF-app (weak d f) (weak e f)
weak (iPCF-lam-int d) f = iPCF-lam-int d
weak (iPCF-lam-ext d) f= iPCF-lam-ext (weak d (weakboth f))
weak (iPCF-box! d) f= iPCF-box| d
weak (iPCF-boxE d e) f=
iPCF-boxE (weak d f) (weak e f)
weak (iPCF-fix d) f = iPCF-fix d

weak-modal : V {A AT J A}

—A/TFHJ:A > ACA’

weak-modal (iPCF-var p) x = iPCF-var p
weak-modal (iPCF-modal-var p) z = iPCF-modal-var (z p)
weak-modal (iPCF-app ¢ u) z = iPCF-app (weak-modal ¢ z)
(weak-modal u z)
weak-modal (iPCF-lam-int ¢) = iPCF-lam-int ¢
weak-modal (iPCF-lam-ext t) z = iPCF-lam-ext (weak-modal ¢ z)
weak-modal (iPCF-box| t) = iPCF-box| (weak-modal ¢ z)
weak-modal (iPCF-boxE t u) z =
iPCF-boxE (weak-modal ¢ )
(weak-modal u (weakboth 1))
weak-modal (iPCF-fix f) z = iPCF-fix f

- Including intensional into extensional.
incl : V {AT A}
—A/Thkint: A
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— A /Tkext: A

incl (iPCF-var z) = iPCF-var z
incl (iPCF-modal-var z) = iPCF-modal-var z
incl (iPCF-app d €) = iPCF-app (incl d) (incl e)
incl (iPCF-lam-int {int} d) =
iPCF-lam-ext (weak (weak-modal (incl d) subsetempty) (weakboth subsetempty))
incl (iPCF-lam-int {ext} d) =
iPCF-lam-ext (weak (weak-modal d subsetempty) (weakboth subsetempty))
incl (iPCF-box| d) = iPCF-box| d
incl (iPCF-boxE d e) = iPCF-boxE (incl d) (incl e)
incl (iPCF-fix f) = iPCF-fix f

incl-either-ext : V {A JT" A}

—A/TFJ: A

— A /Tkext: A
incl-either-ext {J = int} d = incl d
incl-either-ext {J = ext} d = d
incl-either-int : V {A JI' A}

—A/Thkint: A
incl-either-int {J/ = int} d = d
incl-either-int {J = ext} d = incl d

- Cut.
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cut-ext : V{AT JA B} — (I'": Cx modal)

- A/Thkext: A -A/T A++T'FHJ: B

— A /T ++ Tk ext: B

cut-ext - d (iPCF-var top) = d
cut-ext - d (iPCF-var (pop z)) = iPCF-var
cut-ext (I'", B) d (iPCF-var top) = iPCF-var top
cut-ext (I'", A”) d (iPCF-var (pop z)) =
weak (cut-ext {J = ext} I'” d (iPCF-var z)) (weakone subsetid)
cut-ext I'" d (iPCF-modal-var p) = iPCF-modal-var p

cut-ext I'" d (iPCF-app t u) = iPCF-app (cut-ext I'" d t) (cut-ext I'” d u)
cut-ext I'" d (iPCF-lam-int e) = incl (iPCF-lam-int ¢)

cut-ext I'" d (iPCF-lam-ext e) = iPCF-lam-ext (cut-ext (I'’, ) d e)
cut-ext I'" d (iPCF-boxl| e) = iPCF-box| e

cut-ext I'" d (iPCF-boxE t u) =
iPCF-boxE (cut-ext I"" d t)
(cut-ext I'” (weak-modal d (weakone (subsetid))) u)
cut-ext I'" d (iPCF-fix f) = iPCF-fix f

cutsint : V{AT JA B} — (I'”: Cx modal)

- A/TFint: A —-A/T A++T'FJ: B

-+ A /T ++T"'FJ: B

cut-int - d (iPCF-var top) = incl-either-int d
cut-int - d (iPCF-var (pop z)) = iPCF-var z
cut-int (I'”, B) d (iPCF-var top) = iPCF-var top
cut-int (I'", A’) d (iPCF-var (pop z)) =
weak (cut-int I'” d (iPCF-var z)) (weakone subsetid)
cut-int I’ d (iPCF-modal-var p) = iPCF-modal-var p
cut-int I'” d (iPCF-app ¢ u) = iPCF-app (cut-int ' d t) (cut-int T'" d u)
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cut-int I'” d (iPCF-lam-int €) = iPCF-lam-int e
cut-int I'” d (iPCF-lam-ext e) = iPCF-lam-ext (cut-ext (I'”, ) (incl d) e)
cut-int I'” d (iPCF-box| €) = iPCF-boxl| e
cut-int I'” d (iPCF-boxE t u) =
iPCF-boxE (cut-int I'" d 1)
(cut-int I' " (weak-modal d (weakone (subsetid))) u)
cut-int I'” d (iPCF-fix €) = iPCF-fix e

cut-modal : V{AT JA B} — (A’: Cx modal)

—A++ A’ /T+J: B

cut-modal A’ d (iPCF-var z) = iPCF-var z
cut-modal - d (iPCF-modal-var top) = incl-either-int (weak d subsetempty)
cut-modal - d (iPCF-modal-var (pop z)) = iPCF-modal-var z
cut-modal (A’, B) d (iPCF-modal-var top) = iPCF-modal-var top
cut-modal (A, A’) d (iPCF-modal-var (pop z)) =

weak-modal (cut-modal A’ d (iPCF-modal-var z)) (weakone subsetid)
cut-modal A’ d (iPCF-app p q) =

iPCF-app (cut-modal A’ d p) (cut-modal A’ d ¢)
cut-modal A’ d (iPCF-lam-ext €) = iPCF-lam-ext (cut-modal A’ d ¢)
cut-modal A’ d (iPCF-lam-int e) = iPCF-lam-int e
cut-modal A’ d (iPCF-box| e) = iPCF-box!| (cut-modal A’ d e)
cut-modal A’ d (iPCF-boxE p ¢) =

iPCF-boxE (cut-modal A’ d p) (cut-modal (A’, ) dq)
cut-modal A’ d (iPCF-fix f) = iPCF-fix f

—
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